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Online social media (OSM) is a natural offspring of the democratization of the Internet. Any user can publish and share messages, blogs, photos, videos, and other media with others. Users can form friendships with others as well as follow them to keep updated. Such freedom coupled with low cost of content production, consumption, and distribution has enabled the growth of OSM to today’s unprecedented scales. For instance, current popular OSM such as Facebook, Twitter, and YouTube have more than 100 million active users every month publishing millions of photos, messages and videos on their websites daily [3, 10, 15].

A vast user base and a wealth of content in OSM, however, presents its own challenges, some of which we outline here. First, the amount of user-generated content being uploaded in their repositories [30] makes it non-trivial for users to find relevant content [19]. Second, the ease of creating an account and participating in OSM enables malicious users to spread and promote spam content while degrading the experience for normal users [29, 46, 102]. Third, growing privacy concerns in OSM motivate users to move toward decentralized social networks [2, 26, 39] which are still in a nascent stage.

In this thesis, we propose a network structure approach [88, 98] to address these challenges in OSM. We build scalable and effective graph-based algorithms that recommend content personalized to each user. To tackle adversarial environments, we leverage the social network graph as well as negative feedback from normal users to limit the capability of knowledgeable attackers in multiple scenarios. We strongly argue the role of distrust in the form of negative feedback to be prominent for designing robust systems. Moreover, we highlight some of the limitations in existing efforts to build decentralized social networks. We explore a new design point in this field which may motivate practical designs for future social network-based distributed systems.
1.1 Online Social Media

Online Social Media (OSM) refer to an ecosystem of websites and tools that allow ordinary users to contribute and share their content items such as messages, blogs, bookmarked stories, photos, and videos with other users. OSM also enables users to form friendships with others as well as follow them to keep updated. In contrast, traditional media such as Disney, CNN, and New York Times employ specialists in making movies and reporting news stories on TV or in print. Although the content in traditional media may be more reliable and high quality, OSM offers a venue for normal users to express and disseminate their content and opinions to friends and wider audience at little cost. Since there are few regulations and little oversight in OSM, users experience a greater sense of freedom motivating them to produce, share, and consume more content.

1.1.1 Evolution

The current state of online social media (OSM) can be traced through two separate routes. The first route is online social networks (OSNs). While instant messaging services from AOL, Yahoo, and MSN in late 1990s enabled users to chat directly with their friends, the knowledge of users beyond their immediate friend circle was little. SixDegrees in 1997 was among the first social networks to tap into the potential of expanding this circle to friends of friends and beyond. Friendster is a social gaming site which allows users to maintain contacts of other users and share content with them. Friendster reached over 3 million users within months after launching in 2002. Following in the footsteps, Myspace (2003) and Facebook (2004) went onto attain more than 100 million users within a few years. While Myspace declined in recent years, Facebook continues its upward trend with a billion active users as of September 2012.

The second route to today’s OSM is user-generated content systems (UGCs). In LiveJournal which began in 1999, a user has a journal page where she may write blogs on which other users can comment. LiveJournal users were also encouraged to form friendships with other bloggers to keep updated of new blogs of each other. Slashdot (1997) and Epinions (1999) offer users to review and comment on technology stories and consumer products, respectively. Digg (2004) is a social news website where users publish links to stories from typically traditional media such as CNN and New York Times. Digg users can then vote on a story indicating its popularity. Flickr is a photo-sharing website started in 2004 where users can upload photos which others can view, bookmark and comment on. YouTube is a video-sharing website started in 2005 where users can upload videos which others can view, bookmark and vote like/dislike on them. Digg, Flickr and YouTube also allow users to follow others to keep abreast of new posts.

Nowadays, OSM is ubiquitous. Traditional news outlets and various websites allow
OSM buttons such as Facebook’s like, Twitter’s tweet, and Google’s +1 on their web pages using which users can share and bookmark the stories. In addition, user accounts of Facebook can be used to log into various websites which previously required their own registered accounts. Moreover, the once-independent social media outlets are increasingly becoming coherent with each other. A YouTube video, for instance, can be embedded into a Facebook user’s wall or any web page. A Facebook user can post on her wall as well as tweet the same message on Twitter simultaneously. Such a synergy allows users to communicate with others through various means.

1.1.2 Magnitude

The vast user base of OSM can be attributed to two main factors. First, the cost of joining the system is very low. Any user can create an account within a few minutes, and begin participating in the system immediately. Flickr, for instance, observed 51 million registered members in June 2011 [7]. As of February 2013 in YouTube, over 100 million users perform a social action such as comment on, like, and share videos [15]. In September 2012, over a billion users were seen active on Facebook with half of them using a mobile device [3]. Twitter has registered over 500 million users [10]. Many other OSM such as Digg, Slashdot and Myspace have tens of millions of users.

Second, the democratic nature of publishing and sharing content enables any user to upload and view large number of content items at little cost. Over 6 billion photos are being hosted by Flickr in August 2011 [5]. YouTube in February 2013 noted 72 hours of video being uploaded every minute, with 3 hours of video coming from mobile devices [15]. Facebook users upload over 250 million photos every day [3]. Twitter users send over 340 million tweets and issue over 1.6 million queries each day [10].

1.2 State of the Union

The unprecedented magnitude of users and content in OSM presents new challenges as well as new opportunities to actors at various levels: individual, community, corporate, government, and the human society as a whole. In this thesis, we focus at the individual level with an aim to improve user experience in adverse conditions of OSM. In particular, we examine the following challenges faced in OSM:

- **Sparsity & Scalability**: Is it feasible to find relevant content in vast repositories of OSM?

- **Adversarial Environment**: As a large user base attracts opportunistic and malicious users, how to build robust defense schemes that reduce the attack capability of an adversary while serving the honest users well?
• **Decentralization**: With growing research efforts in building privacy-preserving distributed social networks, how reasonable are their design considerations?

This section discusses these challenges in detail, and how the current state-of-the-art approaches tackle them.

### 1.2.1 Network Structure Analysis

Network structure analysis [88,98] helps in modeling and analyzing the complexity of user-user and user-item relationships in online social media. Consider a graph where a node represents either a user or an item, and an edge between two nodes represents a relationship between two users (friends) or a user and an item (preferences). One can study the properties of such a graph in a wide spectrum ranging from a local level to a global level. At a local level, a user node’s immediate neighborhood constitutes her friends as user nodes and her preferences as item nodes. At a global level, one can determine how important a particular node, be it a user or an item, is based on node’s position in the whole graph topology.

Given a node $p$, an intermediate level in the spectrum comprises a subgraph $S_p$ personalized around the node $p$ extending beyond its immediate neighborhood. Essentially, users in $S_p$ are friends of friends and acquaintances of $p$, and items in $S_p$ are probably of interest and relevance to $p$. The intuition is that (i) the closer a user node $q$ is to $p$, the more trustworthy $q$ is to $p$, and (ii) the closer an item node $i$ is to $p$, the more interesting and relevant $i$ is to $p$. Figure 1.1 depicts this intuition with an example of a small social network. Based on this fundamental rationale, trust schemes such as reputation systems and Sybil defenses as well as recommender systems leverage network structure for their effectiveness. In the rest of the chapter, we outline various challenges and review state-of-the-art approaches that employ this rationale.

### 1.2.2 Sparsity and Scalability

The democratic nature of publishing and sharing through OSM has attracted millions of users to contribute to these systems. Such large user bases, combined with the low cost and effort required to produce and publish content, typically create massive and fast-growing content repositories in OSM [30]. On the one hand, such sheer volume of content may cater to varied tastes of users. On the other hand, this scale gives rise to the problem of information overload, also formulated as the Babel objection [21]: differentiating quality from noise in such large user-generated data is very difficult. In essence, finding interesting and relevant content in OSM is a significant challenge.

Recommendation algorithms [42,58,68,87] are a candidate solution to address this problem. OSM can use these algorithms to suggest interesting and relevant content to users based on their past preferences, thereby partially automating the process of content discovery. In
Figure 1.1: [Best viewed in color.] Graph structure of a social network of 11 nodes. Given a node $p$, its immediate neighborhood consisting of $a$, $b$, and $c$ are $p$’s friends. Nodes $d$ and $e$ represent $p$’s acquaintances or friends of friends, which are considered less trustworthy compared to $p$’s friends $a - c$. Nodes $f - j$ which are further away from $p$ are among the least trustworthy from $p$’s perspective.

spite of this potential, however, few studies have explored recommending items in the context of OSM (with the exception of YouTube [19]). Collaborative filtering (CF) techniques have been established as a good fit for this purpose in editorially-generated content systems (Non-OSM), such as MovieLens and Netflix, but there is little or no evidence that these techniques would perform well if applied to OSM.

There are primarily two reasons why classical CF techniques which were found to be effective for Non-OSM – such as $k$-Nearest Neighbor – cannot be assumed to perform as well in OSM. First, the user-item matrix is substantially larger and sparser in OSM than in Non-OSM. This difference exacerbates the already existing limitations in CF techniques regarding scalability and sparsity [68]. While Non-OSM such as Internet Movie Database have about a million items [30], OSM may contain hundreds of millions of items. For instance, YouTube has recently claimed [14] that hundreds of thousands of videos are uploaded everyday on its website, accounting for 24 hours of videos every minute. Also, Flickr has celebrated the five billionth photo [1] uploaded in September 2010, and 3000 photos are being uploaded every minute.

The second reason that challenges the application of classical CF techniques in OSM relates to the lack of editorial control in these systems. While all items in Non-OSM are introduced and organized in respective categories by a few trusted editors, OSM contain content published by millions of users, and not all items are properly categorized or of good quality. This essentially magnifies the problem of users to sift through noise and find content
of interest and relevance.

Few studies have explored item recommendations in OSM. To the best of our knowledge, the work on YouTube by Baluja et al. [19] is the only extensive study on recommending items in OSM. The authors propose a novel graph-based technique called Adsorption, which recommends videos given a co-view graph representing which user viewed what video.

1.2.3 Adversarial Environment

The ease of creating an account in an online social network (OSN) such as Facebook, Flickr, and YouTube has mixed results. On the upside, little effort to join the network has contributed to its massive growth. Any user can register within a matter of a few minutes, and form friendships, follow others, and upload content such as photos and videos at little cost. On the downside, an adversary may perform a Sybil attack [43], by creating multiple fake accounts cheaply with a malicious intent to disrupt the system.

Real-world OSNs have observed Sybil attacks in their networks. According to Facebook’s filings [16] in August 2012, 83 million illegitimate accounts were found in the social network out of its 955 million active accounts. Since Facebook’s major revenue comes from targeted advertising, such a large fraction of fake accounts can result in loss or reduced spending of advertisers, thereby harming their business. Regional OSNs such as Renren [102] and Tuenti [29] also experience such fake accounts. Furthermore, link farming was found in Twitter [46] where fake accounts are used to follow each other.

Such attacks necessitate OSNs to adopt a wide range of defense schemes. Challenge-response mechanisms such as Captchas typically limit the rate at which Sybil accounts [9, 29, 92, 102] are created [25, 55]. However, cheap crowd-sourcing techniques enable fast account creation. Machine-learning techniques such as SVM can classify whether an account is malicious or not based on its properties such as friendship request and accept frequencies and clustering coefficient [102]. These techniques are effective in identifying Sybil accounts with behavior highly deviant from normal users. Nevertheless, a counter strategy by these accounts is to replicate the patterns of normal users which make it difficult for these techniques to differentiate honest users from malicious ones.

In addition to rate limiting techniques, one line of defense is a reputation system. Based on interactions and feedbacks from users, a reputation score for each user is computed which depicts the user’s trustworthiness. This enables an honest user to prejudge whether to perform an interaction with an unknown user based on the latter’s reputation. A good reputation system reduces the number and the cost of bad interactions, while ostracizing malicious users. Such a reputation system improves user experience. While reputation systems such as EigenTrust [57], PeerTrust [101], and PowerTrust [107] have been shown to perform well in P2P systems, their adoption in social networks has not been studied in detail. A recent study [29] in the field of social network-based Sybil defenses (SNSD) has shown
that EigenTrust performs better than many state-of-the-art SNSD schemes, indicating that P2P reputation systems can also be customized to address challenges in adversarial social media. This is primarily due to fundamental similarities in production and consumption in social media and P2P systems. For instance, the following two scenarios are similar: (i) a user uploading a video to YouTube which is streamed by a viewer, and (ii) a user uploading a file to a downloader in a P2P file-sharing network such as Tribler [83]. The recipient in both scenarios may rate whether the consumption was satisfactory or spam. This feedback enables fighting spam in the system.

Another line of defense is against Sybil attacks [43]. A large body of work leverages social networks by incorporating their properties such as inherent trust relationships among users and graph structure into the designs of social network-based Sybil defenses (SNSD) schemes [40, 65, 84, 91, 92, 104, 105]. Each of these schemes makes two fundamental assumptions. First, although an attacker can create an arbitrary number of identities, she cannot establish arbitrary number of trust relationships (attack edges) with honest users since forming a trust relationship requires high social engineering cost. This leads to a sparse cut between the Sybil region containing malicious identities and the non-Sybil/honest region containing honest users in the graph, which is then exploited by these schemes. Second, a social network graph is expander-like and fast-mixing [76] in that a random walk in the graph quickly reaches a stationary distribution. Hence, a short random walk starting from a node in the non-Sybil region rarely escapes into the Sybil region.

These schemes can be broadly classified into two categories: Sybil detection and Sybil tolerance, as characterized in [95]. Sybil detection schemes [40, 84, 91, 104, 105] solely depend on the graph structure to label nodes as Sybil or not. Although application-independent, these schemes run the risk of (i) false positives: an honest user is misclassified as a Sybil, thereby not granted any service, and (ii) false negatives: a Sybil is misclassified as a non-Sybil which may allow unwarranted and unlimited access. Sybil tolerance schemes [74, 82, 92], on the other hand, do not label nodes as Sybil or not. Instead, they limit the leverage of an attacker who may use multiple Sybil identities by exploiting both the graph structure and application-specific information.

1.2.4 The Importance of Distrust

The role of distrust is vital to critical systems. The more critical a system, the more important the role of distrust. A good critical system such as e-mail must offer users a guarantee that their mail is reliable and secure with no spam. Current e-mail services improve their spam detection techniques using negative feedback from users with features such as ‘report spam’. In contrast, less critical systems such as P2P file-sharing networks which depend mainly on user contribution offer users only positive incentives such as ‘tit-for-tat’. Disincentives typically increase the cost of participation, and hence systems such as BitTorrent
and Gnutella do not incorporate negative feedback.

OSNs have become highly critical in today’s world. Many users communicate important announcements by posting messages on their Facebook walls and tweeting on Twitter as events happen in real-time. The critical nature of such OSNs attracts spammers and malicious entities. OSNs such as Facebook enable ordinary users to report spam or abuse on many aspects: another user, an event, a group, a page, a photo, a video, and a message. While most spam and Sybil defense schemes proposed by the research community leverage only the trust relationships among users [49, 57, 65, 91, 104, 105], we believe distrust in the form of such negative feedback can also be incorporated to improve the robustness of these critical OSNs.

Trust and distrust in such systems are typically modeled as signed social networks (in short, signed networks). A trust relationship indicating friendship between two users is represented by a positive edge, while a distrust relationship suggesting antagonistic feelings toward one another is represented by a negative edge. Most OSNs keep the distrust relationships such as ‘report as spam/abuse’, unlike friendships, private. However, a few such as Slashdot make these negative links in the form of ‘foes’ and ‘freaks’ publicly accessible to the outside world.

Recent studies on signed networks have predominantly focused on the edge sign link prediction problem: given a social network with signs on all edges, how accurately can we determine the sign of a hidden edge? In one study, Leskovec et al. [63] employ social psychology theories of balance and status to predict the signs of edges. In another study [62], they develop a machine learning approach based on various combinations of triads for sign prediction. Kunegis et al. propose a number of spectral analysis techniques for sign prediction [60], and later extend them to clustering and visualization [61] using Laplacian matrices of the signed graphs. More recently, DuBois et al. [44] propose a promising technique for sign prediction which combines path-probability trust inference algorithm and spring embedding to infer network distance between nodes. Their rationale is that a node-pair with a positive edge attract each other, while a negative edge makes them repel.

Propagation of distrust, unlike trust, is a tricky issue. For instance, an enemy of an enemy is not necessarily a friend, while a friend of a friend can be considered trustworthy. Guha et al. [48] propose that trust can propagate multiple steps whereas distrust only propagates a single step. Kerchove et al. [41] propose PageTrust, along the lines of PageRank, incorporating the knowledge of negative links while performing the random walk. In addition, various other studies explored propagating distrust in the network [24, 72, 108]. However, none of the studies in the field of signed networks discussed their application in the context of attacks. We believe the role of distrust in defense to be prominent.
1.2.5 Decentralization

The centralized nature of OSNs enables tracking and censorship of users with relative ease. Curious or malicious entities can study a particular community of users, infer personalities from their individual usage behavior, track their locations even when offline, and censor their content. Such repeated leaks only exacerbates growing concerns of privacy among users.

Privacy of users can be compromised even with a noble intent. Researchers often crawl OSNs to collect datasets for their studies. Although researchers typically anonymize datasets when they share, attackers can still infer a lot about the users in the shared datasets with additional information. For instance, if an adversary forms a distinct topology in the original network, the adversary can identify individuals around its neighborhood in an anonymized graph \[18, 106\]. A recent study \[79\] showed that a third of users having accounts in both Twitter and Flickr can be identified given an anonymized Twitter graph with only 12% error rate, although common members constitute less than 15%. Many such re-identification cases have been studied in the fields of graphs, recommendations, and databases. Though there are many recent studies that propose stronger anonymization techniques, privacy concerns of OSN users remain.

Decentralized social networks offer an alternative to OSNs, where users hold all the ownership of their data as well as perform secure communication with their friends without passing any information through a central entity. Diaspora \[2\] is a prime example where users can setup their own servers to host content, form friends, share updates and multimedia content with others. Safebook \[39\] adopts a peer-to-peer architecture and real-world trust relationships to build a privacy-preserving social network. Peerson \[26\] is another effort that builds on a peer-to-peer infrastructure. Peerson users keep control of their data through encryption, key management and access control in a decentralized setting.

Another trend is that the trust inherent among users in online social networks is leveraged to build robust and secure distributed systems. A plausible argument – creating new trust relationships is expensive due to high social engineering costs – inspired the designs of generic decentralized Sybil defenses such as SybilGuard \[105\], SybilLimit \[104\], and Gatekeeper \[91\], as well as Sybil-resilient systems such as Whanau \[65\]. Social networks are also used to build privacy-preserving applications: secure lookup services such as X-Vine \[75\] and private data sharing systems such as OneSwarm \[50\].

1.3 Research Questions

This thesis aims to address the following questions:

What is an effective and scalable approach to recommend content items in large OSM? Recommending interesting and relevant content from the vast repositories of OSM such as YouTube, Flickr and Digg is a significant challenge. Part of this challenge stems
from the fact that classical collaborative filtering techniques (such as k-Nearest Neighbor) cannot be assumed to perform as well in OSM as in much smaller systems (e.g., IMDb and MovieLens). Such techniques have severe limitations regarding data sparsity and scalability that are unfitting for OSM. Hence, it is vital to design scalable algorithms that can recommend content of interest and relevance.

**What is an effective defense strategy for a global reputation system under a targeted attack?** EigenTrust [57] is a renowned algorithm for reputation management. It incorporates the opinions of all users in the system to compute a global trust score for each user based on her past behavior, and relies on a set of pre-trusted users to guarantee that malicious users cannot subvert the system. Since EigenTrust is a global ranking algorithm, a successful targeted attack can have a system-wide negative impact. Hence, it is important to first identify the bottlenecks of the algorithm particularly during a targeted attack, and then address these shortcomings.

**How can the number of votes from Sybil identities on a content item be minimized?** Due to open membership access, voting on content items in OSM is susceptible to Sybil attacks. Malicious attackers can create multiple Sybil identities to outvote the real users of the system, and thereby usually promoting spam content. Although the state-of-the-art approach – SumUp [92] – limits the number of votes from Sybil identities to the number of attack edges with a high probability, we contend the resulting solution still leaves room for considerable damage by attackers. For instance, even if malicious users, either acting individually or colluding with each other, constitute a small fraction (e.g., 1%) in a large network of 1 million users, SumUp would face more than 10,000 attack edges as well as equivalent number of votes from Sybils. Such a scale of the attack even with conservative estimates motivates the need for an approach to further reduce the votes from Sybils.

**Can the effectiveness of a social network-based Sybil detection scheme be improved by incorporating additional information?** Sybil detection schemes such as Sybil-Limit [104], SybilInfer [40] and SybilRank [29] leverage only the social network structure to differentiate honest and Sybil nodes by essentially computing rankings for each node in the network [97]. The effectiveness of each scheme depends on its ability to rank honest nodes above Sybil ones with a high probability. However, all these schemes exhibit two major vulnerabilities: (i) their effectiveness decreases with the increase in attack edges, and (ii) the more targeted the attack edges, the worse their effectiveness. To improve the effectiveness of these schemes, it is worthwhile to explore and exploit additional information in the system on top of the social network [103].

**Are the design considerations of the current social network-based distributed systems reasonable?** Recent years have seen many research initiatives to build robust and secure distributed systems using social networks. Primary examples of these systems are decentralized Sybil defenses such as SybilGuard [105], SybilLimit [104], and Gatekeeper [91].
Sybil-resilient systems such as Whanau [65], and privacy-preserving applications such as X-Vine [75] and OneSwarm [50]. However, all these distributed systems have been built and evaluated on centralized OSNs. It requires a great leap of faith in these studies to assume that a distributed system’s overlay network bootstrapped from an OSN has properties similar to its centralized counterpart. Designing a practical social network-based distributed system requires the understanding of the characteristics of operational distributed social networks.

1.4 Contributions and Thesis Outline

The contributions of this thesis are as follows:

**A link prediction approach to recommendations in large OSM (Chapter 2)** We employ adaptations of popular Link Prediction algorithms [67] that were shown to be effective and scalable in massive online social networks [89] for recommending items in OSM. We evaluate these algorithms on a large dataset we collect from Flickr. Our results suggest that Link Prediction algorithms are a more scalable and accurate alternative to classical collaborative filtering in the context of OSM. Moreover, our experiments show that the algorithms considering the immediate neighborhood of users in a user-item graph to recommend items outperform the algorithms that use the entire graph structure for the same. Finally, we find that, contrary to intuition, exploiting explicit social links among users in the recommendation algorithms improves only marginally their performance. This chapter is largely based on our work published in [34].

**Personalizing EigenTrust in the face of centrality attack (Chapter 3)** Our analysis reveals that EigenTrust (ET) is vulnerable to community structure and a novel targeted attack based on eigenvector centrality, since ET ranks nodes close to the pre-trusted ones higher than those further away. To address these shortcomings, we propose Personalized EigenTrust (PET) which (i) enables each user to choose her own trusted users from the social network, thereby eliminating the need of pre-trusted users and making the system self-sufficient, (ii) is effective in systems operating under various transaction models based on distributions such as random, community-like and power-law, and (iii) is robust to many types of attacks including the targeted one based on eigenvector centrality. Our simulation results reveal that PET outperforms ET under diverse transaction models and attack strategies. This chapter is largely based on our work published in [33].

**Leveraging trust and distrust for Sybil-tolerant voting in OSM (Chapter 4)** We propose a mechanism to minimize the votes from Sybil identities by leveraging (i) trust which is inherent in the social network among users in OSM, and (ii) distrust between honest users, who identify some of the spam content items, and the Sybil identities who promoted them. Modeling trust and distrust in the system as a signed network, our method proceeds in two phases. First, we identify nodes and edges that constrain paths along positive edges
between the endpoints of each negative edge. Second, we limit the votes from Sybil voters whose paths to honest nodes pass across these bottlenecks. Our simulation results on datasets of popular OSM show both the feasibility of incorporating distrust alongside trust to defend against Sybil attacks, and that our method outperforms the state-of-the-art approach, SumUp. This chapter is largely based on our work published in [35].

**Incorporating distrust into a Sybil detection scheme (Chapter 5)** Inspired by the previous chapter, we adopt a similar approach and rationale to a more generic problem of Sybil detection in OSNs. First, we build a resistance network on top of the signed network such that each positive edge over which a path corresponding to a negative edge passes is annotated with the endpoints of the negative edge. Such annotations add accountability as to who initiated a negative edge. We also limit the number of such paths passing over a positive edge. This bounds the counter attack capability of the adversary who may want to initiate negative edges from Sybil nodes to honest nodes. Moreover, it addresses some of the limitations of the design of the resistance network in our previous chapter. Second, we adapt SybilRank [29] to incorporate the resistance network to distribute trust in the network from a few seed nodes. Negative edges from honest nodes to Sybil nodes reduce the amount of trust to flow from the honest region to the Sybil region, enabling our method to differentiate honest and Sybil nodes with a high probability. Our experiments on popular OSN datasets show that our method significantly outperforms SybilRank even under targeted attacks. This chapter is largely based on our work which is under submission.

**Social networks meet distributed systems (Chapter 6)** With a design goal of building social network-based distributed systems, we study various properties of a Yahoo! Messenger which is a distributed social network in the wild used by millions of users. Our analysis reveals that Yahoo’s social network graph is fast mixing, and the network exhibits heavy churn. Such churn disintegrates the trust overlay into multiple disconnected components. We show that 2-hop neighborhood of each user can be leveraged to improve the network connectivity. A consequence of exploiting all the 2-hop neighbors is an order of magnitude of increase in the attack capability of an adversary. We explore a new design point in this tradeoff between network connectivity and attack resilience. We propose an adaptive 2-hop design that improves the connectivity of nodes as well as their resilience to attacks by forming relationships with only select 2-hop neighbors. Our trace-driven experiments under trying conditions reveal that our adaptive 2-hop method fills an important point in this design space making it significantly more resilient to churn than one-hop solution at the cost of modest increase in the attack capability of the adversary. This chapter is largely based on our work which is under review.

**Conclusions and future work (Chapter 7)** We summarize our main conclusions from the thesis, and throw light on the road ahead.
Chapter 2

A Link Prediction Approach to Recommendations in Large OSM

Online Social Media (OSM) such as YouTube, Flickr, and Digg have transformed the way media is shared and consumed. Prior to OSM, content distribution to large audiences was costly enough to have its control lying in a few hands: typically, those of professional and commercial producers. However, with technological advances in the recent years, the cost of producing and distributing media has drastically reduced. OSM have created venues where many of those who were previously passive content consumers now publish and share videos, photos, news articles and other content.

The democratic nature of publishing and sharing through OSM has attracted millions of users to contribute to these systems. Such large user bases, combined with the low cost and effort required to produce and publish content, typically create massive and fast-growing content repositories in OSM [30]. On the one hand, such sheer volume of content may cater to varied tastes of users. On the other hand, this scale gives rise to the problem of information overload, also formulated as the Babel objection [21]: differentiating quality from noise in such large user-generated data is very difficult. In essence, finding interesting and relevant content in OSM is a significant challenge.

Recommendation algorithms are a candidate solution to address this problem. OSM can use these algorithms to suggest interesting and relevant content to users based on their past preferences, thereby partially automating the process of content discovery. In spite of this potential, however, few studies have explored recommending items in the context of OSM (with the exception of YouTube [19]). Collaborative filtering (CF) techniques have been established as a good fit for this purpose in editorially-generated content systems (Non-OSM), such as MovieLens and Netflix, but there is little or no evidence that these techniques would perform well if applied to OSM.

Motivation and Challenges. There are primarily two reasons why classical CF techniques
which were found to be effective for Non-OSM – such as k-Nearest Neighbor – cannot be assumed to perform as well in OSM. First, the user-item matrix is substantially larger and sparser in OSM than in Non-OSM. This difference exacerbates the already existing limitations in CF techniques regarding scalability and sparsity [68]. While Non-OSM such as Internet Movie Database have about a million items [30], OSM may contain hundreds of millions of items. For instance, YouTube has recently claimed [14] that hundreds of thousands of videos are uploaded everyday on its website, accounting for 24 hours of videos every minute. Also, Flickr has celebrated the five billionth photo [1] uploaded in September 2010, and 3000 photos are being uploaded every minute.

The second reason that challenges the application of classical CF techniques in OSM relates to the lack of editorial control in these systems. While all items in Non-OSM are introduced and organized in respective categories by a few trusted editors, OSM contain content published by millions of users, and not all items are properly categorized and/or of good quality. This essentially magnifies the problem of users to sift through noise and find content of interest and relevance.

**Approach and Contributions.** In this chapter, we employ adaptations of Link Prediction algorithms [67] for recommending items in large OSM. These are a family of graph-based algorithms from the social network analysis literature which were found to be effective in predicting new links that might form in a given social network graph. A recent study [89] has shown that these algorithms are effective in predicting the formation of links between users in large and sparse social network graphs such as those of YouTube, Flickr, Digg, and LiveJournal. Inspired by their effectiveness to handle graphs with millions of nodes, we adopt these algorithms for CF in OSM. To apply them, we modify these algorithms to suit user-item graphs, since they were originally designed for graphs with only one kind of nodes (e.g., users). We use six Link Prediction algorithms in this study based on node-neighborhood, popularity, and path-ensemble.

We evaluate the recommendation performance of these algorithms on a large dataset we collected from Flickr containing 120,812 users and 83,435 photos. We use the popular item-based collaborative filtering technique [68] as a baseline to analyze the effectiveness of Link Prediction-based recommendation.

Our results show that the adapted Link Prediction algorithms outperform a widely used item-based CF technique [68]. Moreover, the relative performance of different Link Prediction algorithms unveils that most users are interested in photos within a short distance from them in the user-item graph. We also examine whether exploiting the explicit relationships among users which are often present in OSM improves the recommendation performance of our algorithms. Our findings suggest that, contrary to intuition, there is only a slight improvement in recommendation performance. Finally, for all Link Prediction algorithms, the more friends a user has and the more photos she bookmarks, the better the recommendations
Chapter outline. Section 2.1 characterizes OSM and then presents related work. Section 2.2 describes how Link Prediction algorithms can be used for collaborative filtering in OSM. The experimental methodology adopted for this chapter is discussed in Sections 2.3. We evaluate these algorithms under various scenarios in Section 2.4. The chapter is concluded in Section 2.5.

2.1 Background and Related Work

In this section, we first characterize what constitutes OSM and then review the literature related to recommendations and social influence in OSM.

2.1.1 Online Social Media

Two main characteristics define the current Online Social Media (OSM). First, any user can publish and share content items that other users can view and express opinions about, in the form of ratings, bookmarks, and comments. For example, in YouTube, a user can upload a video which other users can view, give a rating (Like/Dislike), or add as a favorite. Similarly, in Flickr, a user can upload a photo which other users can view or add as a favorite. Digg has similar features as well: a user can submit a story which others can view or bookmark as a digg. Additionally, users can comment on any content item in each of these OSM.

Second, in OSM, users can form social relationships with other users. These are usually framed as friendships or subscriptions, and primarily indicate interest of a user in another user’s activity. For instance, in YouTube, a user can subscribe to other users to keep updated of their uploaded videos as well as browse through the videos they have added as favorites. Flickr also allows a user to add others as contacts, which helps her to keep abreast of their activity. A Digg user can also add others as friends to follow their submissions and diggs. A relationship between any two users in such systems is typically asymmetric, i.e., a friendship link from a user A to user B means that the former is interested in the latter’s activity, but not necessarily vice-versa.

2.1.2 Item Recommendations in OSM.

Few studies have explored item recommendations in OSM. As of 2010, the work on YouTube by Baluja et al. [19] was the only extensive study on recommending items in OSM. The authors propose a novel graph-based technique called Adsorption, which recommends videos given a co-view graph representing which user viewed what video. Adsorption considers a video is relevant to a user if there are many short paths in the co-view graph be-
tween the user and the video which avoid high-degree nodes. This method is similar to Katz Measure [59], one of the Link Prediction algorithms we use in this chapter.

2.1.3 Social Influence in OSM.

Some recent studies analyzed the role of social (user-user) links for disseminating and promoting user-generated content in OSM. For example, an in-depth analysis of dissemination of photos along user-user links in the Flickr social network revealed that over half of all favorite-markings are exchanged between friends, thereby indicating a significant social influence on this behavior [31]. Another extensive study on diffusion of user-generated content in YouTube [80] found that social influence plays a prominent role in both the success of video as well as the magnitude of the impact. Different from these studies which analyze content diffusion along social links, our work focuses on content adoption by users irrespective of social influence.

2.2 A Link Prediction Approach to Collaborative Filtering

The fundamental task of collaborative filtering (CF) is to predict the interestingness and relevance of an item to a user. This is typically done based on how closely this item is related to the user’s tastes. Basically, proximity – the measure of closeness – lies at the heart of CF. The challenge of applying CF to OSM translates into developing methods for calculating proximity that are both effective and scalable for large user-item spaces.

In this chapter, we advance the hypothesis that the methods based on Link Prediction algorithms [67] provide an effective and scalable solution for CF in OSM. Like CF, the underlying rationale of most Link Prediction algorithms is based on proximity. The Link Prediction problem is to predict the formation of links in a social network graph, and the corresponding solutions explore the principle that the closer two nodes are in such a graph, the higher the chance a link between them forms. Unlike classical CF techniques, however, some of the Link Prediction algorithms have been shown [89] to be highly scalable, performing well in massive and sparse social network graphs such as those of YouTube, Flickr, Digg, and LiveJournal.

To bridge Link Prediction algorithms and CF in OSM, we develop variants of some of the Link Prediction algorithms in the literature [67, 89] to suit user-item graphs. These variants are necessary because Link Prediction algorithms were mainly designed for graphs containing only one kind of nodes (e.g., users). In contrast, CF in OSM concerns with predicting links between two types of nodes: users and items. Hence, CF can essentially be viewed as a user-item link prediction problem: given a graph with users and items as nodes, and users’ tastes in items represented by user-item edges, how accurately can we infer whether a link will form between an item and a particular user? Each Link Prediction algorithm we use in
the chapter solves this problem by calculating a proximity score that expresses how relevant any item is to a particular user in the graph.

2.2.1 Notation

We model a user-generated content system as a directed graph $G = (V, E)$ where the set of nodes $V$ consists of all users $U$ and items $I$ present in the system ($V = U \cup I$), and $E$ is the set of edges that represent various relationships among these nodes ($E \subseteq U \times U \cup U \times I$). The relationship between a user node and an item node is represented by two edges in opposite directions, which are referred to as user-item links. The relationship between two users $p$ and $q$ is represented by either a single directed edge from $p$ to $q$ if $p$ follows $q$, or two directed edges in opposite directions if both $p$ and $q$ follow each other. Such a relationship is referred to as user-user link. However, there exists no relationship between two item nodes.

The adjacency matrix $A$ of the user-item graph $G$ is such that $A_{x,y} = 1$ if edge $(x,y) \in E$, otherwise $A_{x,y} = 0$. In addition, we define $N_u(x)$ and $N_i(x)$ as the set of users and items that are neighbors of a node $x$ in the user-item graph, respectively. That is, $N_u(x) = \{ y \mid (x,y) \in E \text{ and } y \in U \}$ and $N_i(x) = \{ y \mid (x,y) \in E \text{ and } y \in I \}$. Finally, we denote $N^{-1}(x)$ as the set of nodes having $x$ as their neighbor ($N^{-1}(x) = \{ y \mid (y,x) \in E \}$).

2.2.2 Algorithms

We adapt and employ six Link Prediction algorithms in this chapter. Link Prediction algorithms can be broadly classified according to the node characteristic they rely on when calculating proximity. Most of these algorithms are based on node neighborhood, popularity, or path ensemble. The six algorithms we adapt include two algorithms based on each of these characteristics, namely:

- **Node-neighborhood-based**: Common Neighbors and Adamic/Adar;
- **Popularity-based**: Global Popularity and PageRank;
- **Path-ensemble-based**: Katz Measure and Rooted PageRank.

Among these, node-neighborhood-based algorithms have restricted scalability, and do not necessarily constitute a viable approach for OSM. However, we adapt and include them in this study because such methods were shown to provide highly effective predictions from both theoretical \[86\] and practical perspectives \[67\], even for large datasets \[89\]. As such, they are used in our experiments as references for the performance that should ideally be achieved by the other two groups of algorithms, which have been shown to scale for graphs with millions of nodes \[89\].
In the rest of the section, we propose these algorithms for a bipartite user-item graph which does not include edges among users. Later, in Sec. 2.4.2, we revisit these algorithms taking into account user-user links as well. Each algorithm $ALG$ calculates a proximity score $ALG(u, z)$ for a given user $u$ and item $z$.

**Common Neighbors.** The rationale behind this algorithm is that the greater the intersection of the neighbor sets of any two nodes, the greater the chance of future association between them \[67\]:
\[
CN(u, z) = \sum_{v \in N_i(u)} |N_u(v) \cap N_u(z)|.
\]

**Adamic/Adar.** This method also measures the intersection of neighbor-sets of two nodes in the graph, but emphasizes the smaller overlap \[17\]:
\[
AA(u, z) = \sum_{j \in N_i(u)} \sum_{v \in N_u(z) \cap N_u(j)} (\log |N_i(v)|)^{-1}.
\]

**Global Popularity.** This method is a variant of preferential attachment, which quantifies the popularity of a node as its degree, and uses this popularity as the proximity from any other node \[67\]:
\[
GP(u, z) = N_u(z).
\]

**PageRank.** This algorithm leverages the link structure of a graph to quantify the popularity of each node \[81\], by assigning to this node a global rank $PR(u, z) = PR(z)$, where
\[
PR(z) = (1 - d)(|V|)^{-1} + d \sum_{x \in \mathcal{N}^{-1}(z)} PR(x)(| \mathcal{N}(z) |)^{-1},
\]
and $d$ (set to 0.85 in this chapter) is the teleportation parameter.

**Katz Measure.** The proximity score for this method is calculated by considering all paths in the graph \[59\]. The logic is that the more the paths between any two nodes in the graph and the shorter these paths, the greater the “bond” between these nodes: \[59\]
\[
KM = (I - \beta_K A)^{-1}
\]
where $\beta_K$ is the damping factor.

**Rooted PageRank.** This method \[67, 89\] is a variant of the personalized PageRank algorithm. It attempts to capture the probability of random walks starting from two nodes in the graph to come across each other, and uses this probability to quantify the proximity between these nodes. Let $D$ be the diagonal matrix with $D[i, i] = \sum_j A[i, j]$, then
\[
RPR = (1 - \beta_{RPR})(I - \beta_{RPR}D^{-1}A)^{-1},
\]
where $\beta_{RPR}$ is the teleportation parameter.

In each of the matrices $KM$ and $RPR$, the element in row-$u$ and column-$z$ denotes the proximity score for the respective algorithm, given a user $u$ and an item $z$. For scalable computation of the matrix inversion used in Katz Measure and Rooted PageRank, we use a dimensionality reduction technique called Proximity Embedding \[89\]. We also use $\beta_K = \beta_{RPR} = \beta = 0.005$. 

Table 2.1: Summary of Flickr dataset

<table>
<thead>
<tr>
<th></th>
<th>Jan 1, 2010 to Jan 31, 2010</th>
<th>Feb 1, 2010 to Mar 31, 2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing period</td>
<td></td>
<td></td>
</tr>
<tr>
<td># Users active in both periods</td>
<td>120,812</td>
<td></td>
</tr>
<tr>
<td># Photos active in both periods</td>
<td>83,435</td>
<td></td>
</tr>
<tr>
<td># Favorite markings in training period</td>
<td>1,755,575</td>
<td></td>
</tr>
<tr>
<td># Favorite markings in testing period</td>
<td>1,234,854</td>
<td></td>
</tr>
<tr>
<td>Median favorites per user</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Median contacts per user</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

2.3 Experimental Methodology

2.3.1 Dataset

We evaluate our algorithms on Flickr [4], which contains explicit user-item and user-user links, depicting tastes and sources of influence for any user respectively. With reference to the terminology introduced in Section 2.1 in Flickr, we consider *favorites* as user-item links\(^1\) and *contacts* as (directed) user-user links. Nevertheless, in the rest of the chapter, we use the terms ‘photo’ and ‘item’ interchangeably. Also, we intermingle the terms ‘contacts’ and ‘friends’.

2.3.2 Data Collection.

Flickr currently has several millions of users and items. Since obtaining all relevant data for this study is infeasible, we sample the user-item graph. We use snowball sampling [47], a popular approach in online social networks. This method leads to nearly complete data for a particular neighborhood of the graph, which is of interest to recommendation algorithms. The time window considered for collecting data about users and favorites is three months.

2.3.3 Dataset Description.

Table 2.1 presents the summary of the collected data. The data is divided into a training period of one month and a testing period of two months. Note that the median value for the number of favorites is five compared to 50 for contacts: the number of user-user links is nearly an order of magnitude larger than the number of favorite markings.

\(^1\) The data about who viewed what item is private to Flickr. We therefore limit our discussion to the data publicly available through the Flickr API [6].
2.3.4 Metrics.

The recommendation performance of the six Link Prediction algorithms is measured in our experiments in terms of precision, recall, and mean average precision (MAP). Precision measures the fraction of retrieved photos that are relevant, while recall measures the fraction of relevant photos that are retrieved. MAP is a single-figure measure that captures quality of precision across recall values.

To calculate these metrics, we adopt the approach of Baluja et al. [19]. Specifically, for each user $u$, we use the photos she bookmarked during the training period to generate a ranked list $R_u$ of photos for each given algorithm. The top-$N$ (in Sec. 2.4, $N = 200$) photos from this list are then used for evaluation. Let $R^i_u$ be the set of the first $i$ photos in $R_u$, and let $W_u$ be the set of photos a user $u$ bookmarked during testing period. Then, for $i < |R|$, for the user $u$ at rank-position $i$, we define: (i) precision: $p_u^i = |W_u \cap R^i_u|/|R^i_u|$ and (ii) recall: $r_u^i = |W_u \cap R^i_u|/|W_u|$. The computation of precision and recall at rank-position $i$ for each algorithm averages $p_u^i$ and $r_u^i$ across all users, respectively. The calculation of MAP for user $u$ averages precision values at rank-positions in the ranked list which match relevant items. MAP for each algorithm $ALG$ is calculated by averaging across all users.

These metrics reflect the effectiveness of the algorithms, but not their efficiency. The efficiency, and hence the scalability of these methods, has been extensively studied before [89], with results that also hold for user-item graphs.

2.3.5 Baseline Method.

We compare the recommendation performance of our algorithms against the widely-used item-based collaborative filtering technique [68] as a baseline. Although this method is infeasible for millions of users and items, it can still be applied to our dataset.

2.4 Evaluation

In this section, we evaluate the recommendation performance of our Link Prediction algorithms on the crawled Flickr dataset. We aim to answer the following questions:

(i) How do these algorithms perform in comparison to an item-based collaborative filtering technique [68], which we use as a baseline?

(ii) Does exploiting the knowledge of explicit user-user links improve recommendation performance?

(iii) How does the behavior of a user influence the quality of her recommendations?
2.4.1 Link Prediction Performance

In this experiment, we compare the recommendation performance of our Link Prediction algorithms against the item-based collaborative filtering technique as a baseline, considering the user-item graph with only user-item links. Table 2.2 shows the recommendation performance in terms of MAP, precision, and recall of each algorithm at various rank positions.

Overall, Link Prediction algorithms outperform the baseline item-based CF technique. Among Link Prediction algorithms, the algorithms based on node-neighborhood perform better than those based on popularity and path-ensemble. On the other hand, popularity-based algorithms perform the worst.

Both neighborhood-based algorithms – Common Neighbors and Adamic/Adar – have similar recommendation performance. Although Adamic/Adar has a marginally higher overall performance than that of Common Neighbors, the latter performs better for the top-few ranked items. A closer look at our datasets reveals that these algorithms perform well because most favorites marked by a node are in its close neighborhood. In our data, 75% of the favorites marked during the testing period were within a distance of three hops from the users who bookmarked them in the graph.

The recommendation performances of both popularity-based algorithms – Global Popularity and PageRank – are also similar. To examine why this happens, we compare the sheer popularity (node degrees) and PageRank values for each item. This analysis shows that the most popular items also have high PageRank values. We also note that recall values for these algorithms do not improve to the extent of other algorithms, suggesting that only the top few ranked items were of interest and relevance to users.

Among the path-ensemble algorithms, Katz Measure performs better than Rooted PageRank in terms of MAP, as well as precision for top-few ranked items. On the other hand, Rooted PageRank surprisingly has the highest recall value at 200-th rank-position among all algorithms. This shows that, although Rooted PageRank is able to correctly recommend more items than any other algorithm, the order in which these recommended items are ranked is not as effective as that of neighborhood-based algorithms or Katz Measure. We also note that varying the parameter of path-ensemble algorithms from $\beta = 0.005$ to an order of magnitude greater and smaller caused no performance changes.

We now focus on the performance of these path-ensemble algorithms while recommending items beyond three hops from users in the user-item graph. In this context, Rooted PageRank outperforms Katz Measure. The former has 1.5 times better precision at the top-ranked position and 5 times higher Precision@10 compared to Katz Measure. We also observe that Rooted PageRank has 6 times better recall for top-200 items than that of Katz Measure. These observations suggest that predicting more items which are beyond three hops correctly may be one of the reasons why the recall of Rooted PageRank improves significantly.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAP</th>
<th>Precision@1</th>
<th>Precision@10</th>
<th>Precision@100</th>
<th>Recall@10</th>
<th>Recall@100</th>
<th>Recall@200</th>
<th>Item-CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN</td>
<td>6.434</td>
<td>7.130</td>
<td>1.730</td>
<td>0.577</td>
<td>2.298</td>
<td>5.732</td>
<td>7.468</td>
<td>1.914</td>
</tr>
<tr>
<td>AA</td>
<td>6.240</td>
<td>6.795</td>
<td>1.783</td>
<td>0.613</td>
<td>2.425</td>
<td>6.448</td>
<td>8.385</td>
<td>2.174</td>
</tr>
<tr>
<td>GP</td>
<td>6.566</td>
<td>7.269</td>
<td>0.817</td>
<td>0.198</td>
<td>1.120</td>
<td>2.185</td>
<td>2.810</td>
<td>2.874</td>
</tr>
<tr>
<td>PR</td>
<td>6.576</td>
<td>7.269</td>
<td>0.823</td>
<td>0.192</td>
<td>1.132</td>
<td>2.246</td>
<td>3.037</td>
<td>3.183</td>
</tr>
<tr>
<td>KM</td>
<td>5.783</td>
<td>6.898</td>
<td>1.365</td>
<td>0.547</td>
<td>1.713</td>
<td>5.583</td>
<td>7.754</td>
<td>7.185</td>
</tr>
<tr>
<td>RPR</td>
<td>4.561</td>
<td>5.061</td>
<td>1.308</td>
<td>0.609</td>
<td>1.571</td>
<td>6.238</td>
<td>9.198</td>
<td>8.385</td>
</tr>
<tr>
<td>Item-CF</td>
<td>5.183</td>
<td>5.702</td>
<td>1.529</td>
<td>0.525</td>
<td>2.045</td>
<td>5.762</td>
<td>7.914</td>
<td>7.468</td>
</tr>
</tbody>
</table>

Table 2.2: Recommendation performance (%) of the algorithms.
We observe that the overall values of MAP, precision, and recall in our experiments are considerably smaller than those in most studies in the field of information retrieval. This can be due to two reasons. First, the large size and sparsity of the dataset challenge the algorithms. We note here that the study on recommending videos in YouTube also reported low precision and recall values [19], suggesting that collaborative filtering in OSM is an especially difficult task. Second, some items that were recommended by these algorithms might have been bookmarked either before the training period or after the testing period, which the collected data does not capture.

2.4.2 Influence of Explicit Social Links

Our second experiment investigates whether exploiting explicit user-user links improves the recommendation performance of our algorithms. For this purpose, we first include both user-item and user-user links in the user-item graph and then employ adapted versions of our algorithms. Furthermore, we examine whether the direction of user-user links affects recommendations, by comparing the results in the original graph with those from a symmetrized graph. In the symmetrization, for each node pair containing only one edge, we add a link in the reverse direction.

The algorithms are adapted for considering user-user links as follows. The scores for node-neighborhood methods are redefined as

\[ CN(u, z) = |N_u(u) \cap N_u(z)| \]

and

\[ AA(u, z) = \sum_{v \in N_u(u) \cap N_u(z)} \frac{1}{\log|N(v) + N_u(v)|} \].

For Katz Measure and Rooted PageRank, we incorporate edges among users in the adjacency matrix of the graph before computing the scores using the same techniques. Since the popularity-based algorithms are unaffected by the user-user links in the graph, they are not considered in this experiment.

Figure 2.1 shows the recommendation performance of each algorithm across three scenarios: (i) the one with only user-item links (as a baseline), (ii) the one with the unmodified user-item graph considering user-user links and (iii) the one with reciprocated user-user links. We make the following observations:

Effect of User-User Links.

The overall recommendation performance of Common Neighbors, Adamic/Adar and Katz Measure slightly improves when user-user links are considered. Rooted PageRank, however, has a reduced performance in terms Precision@10. Although Katz Measure has a better Precision@1 than any other algorithm, its overall performance is still below that of neighborhood algorithms without considering user-user links. The precision of Rooted PageRank is reduced by 40%, which may be attributed to the increment in the node-degree for each user in the graph due to the inclusion of user-user links. This increment may reduce the influence of each neighbor during a random walk.
Effect of Link Symmetry.

The reciprocation of user-user links marginally improves recommendation performance. The low effect size indicates that the influence among users in Flickr is not usually mutual, i.e., if a user A has added a user B as a contact, and there is no reciprocation from user B, the influence of A’s tastes on B is small. Song et al. [89] had similar findings for the prediction of user-user links in Flickr: accuracy was nearly the same when graph was symmetrized.

2.4.3 Influence of User Behavior

We now examine how the behavior of a user influences the quality of her recommendations. In this experiment, user behavior is characterized by the number of items bookmarked and friends. The former indicates a user’s activeness, while the latter suggests the amount of social influence on her.

Effect of User Activeness.

We characterize users with different activity levels by grouping users in bins according to their activity. This is done approximating the number of bookmarked items of each user to the nearest power of 10. After this, the MAP value for users in each bin is averaged.

The left half of Figure 2.2 presents the recommendation performance of each algorithm as a function of the number of bookmarked items (favorites). The recommendation performance of each algorithm is in general higher for users that were more active than for those who bookmarked fewer items during the training period. A positive correlation between available information and recommendation quality is in accordance with the intuition in recommender systems. Nevertheless, these results show that this intuition is valid also in the context of OSM, and provide evidence on precisely how recommendation performance
Figure 2.2: Recommendation performance with respect to user behavior.

The right half of Figure 2.2 presents the recommendation performance of each algorithm as a function of users’ number of friends. The recommendation performance of each algorithm is in general higher for users with a large number of contacts compared to those with few. MAP for users with around 1000 friends is 2-3 times higher compared to those with fewer than 100. It is also interesting to note that the recommendation performance of each algorithm does not vary much for users with fewer than 100 friends, but it increases gradually until 1000. This pattern is similar to that of favorites’, except that the latter’s improvement starts at 10 favorites. This may be ascribed to the ratio of median values of friends and favorites per user, which is precisely 10 for this dataset. In spite of this difference, however, we may conclude that the more friends a user has and the more items she bookmarks, the better the recommendations to her.

2.5 Conclusions

In this chapter, we advanced a Link Prediction-based approach for recommending items in large-scale OSM. We evaluated the recommendation performance of six Link Prediction algorithms on a large dataset we collected from Flickr, with the widely-used item-based
collaborative filtering technique as a baseline. Three of the Link Prediction algorithms – Common Neighbors, Adamic/Adar and Katz Measure – performed consistently better than the item-based collaborative filtering technique. We found that neighborhood-based methods outperform all other algorithms, suggesting that users are mostly interested within a small proximity of their tastes in the user-item space. Rooted PageRank, on the other hand, was very effective in recommending items that are beyond three hops from users in the user-item graph. In addition, exploiting the explicit relationships among users improved recommendation performance only marginally, contrary to our expectations. With respect to user behavior, the larger the number of friends of a user or the number of photos bookmarked by her, the better the quality of recommendations to her, implying that social influence and activeness of user does affect the performance. Finally, the low values of precision and recall in our study, along with the only other extensive investigation in our knowledge, suggest that recommending items in OSM is highly challenging, and hence requires significant attention from IR research community.
Chapter 3

Personalizing EigenTrust in the face of Centrality Attack

Defending against malicious behavior in open systems is a longstanding challenge. A family of random walk-based trust schemes have been proposed over the last decade to counter adversaries in various fields such as web search [49], P2P reputation systems [57][107], and Sybil defenses [40][104][105]. Despite considerable differences, we notice that each of these schemes employs a fundamental principle – random walk with restart from trusted nodes – to rank nodes in the system in order to differentiate honest nodes from malicious ones. A recent study [97] shows that Sybil defense schemes [40][104][105], a subset in this family, are highly vulnerable to community structure and targeted attacks. In light of this study, we hypothesize that these concerns may affect other schemes in this family. In this chapter, we revisit a renowned trust scheme in this family – EigenTrust [57] – to verify our hypothesis.

EigenTrust (ET) is an algorithm for reputation management in adversarial P2P systems [57]. It calculates a ‘global’ trust score for each peer based on its past behavior by incorporating the opinions of all peers in the system. ET relies on a set of pre-trusted peers (usually chosen by the system designers) to guarantee that adversaries cannot subvert the system.

Our analysis of ET reveals that peers that are close and better connected to the pre-trusted peers are ranked higher (based on their trust scores) than the rest of the network. This insight has two main implications. First, ET can essentially be viewed as a community detection algorithm which identifies communities around pre-trusted peers. As a consequence, peers in communities that are ‘far away’ from pre-trusted ones would be ranked very low despite potentially being honest.

Second, our insight motivates malicious peers to employ a novel attack strategy based on eigenvector centrality [23]. That is, malicious peers improve their ranking by behaving well with top ranked ones, and acting poorly with low ranked peers with little consequence. Since ET is a global ranking algorithm, such a targeted attack has system-wide negative
impact. Both these implications highlight two main bottlenecks of ET: pre-trusted peers and global ranking.

To address these shortcomings, we propose Personalized EigenTrust (PET) which enables each peer to (i) choose its own set of trusted peers from the social network of peers, and (ii) calculate personalized rankings of other peers. The use of social network-based trusted peers simply eliminates the need for the pre-trusted ones, thereby making the system autonomous in that there is no ‘central’ element such as pre-trusted peers. As a result, there is no ‘single point of attack’ that adversaries can predominantly target.

We evaluate the performance of PET under diverse conditions through simulations. We reach the following conclusions. First, PET outperforms ET (i) under various transaction models based on distributions such as random, community-like, and power-law, and (ii) in the face of different attacks such as collusion with spies, centrality-, and traitor-based. Secondly, the eigenvector centrality attack is shown to be more devastating than any of the attacks previously studied [57]. ET performs worse than a random technique when this strategic attack is performed. Third, ET performs particularly bad under community-based transaction models. Fourth, PET is very effective in ranking honest peers higher than malicious ones. This shows that, when presenting the user the search results, good hits are shown at the top while the bad ones are pushed to the bottom of the ranked list. Lastly, but equally as important, social network-based trusted peers in PET address the cold start problem of newcomers during their bootstrap phase into the system. This potentially improves user experience which is vital in retaining the newcomers in the system.

The insights from our study have important implications for existing and future designs of flow-based trust schemes in adversarial systems. First, such trust schemes need to be evaluated under diverse network topologies (transaction models) to better understand their strengths and weaknesses. Second, trust schemes based on (variants of) pagerank or max-flow need to be evaluated under attacks based on eigenvector- or betweenness centrality, respectively.

Our study is significantly different from previous efforts at personalization of EigenTrust [36, 37, 52]. At a high level, their main premise is that the pre-trusted peers could either leave the system or be compromised, thereby weakening the system. Although their concerns are valid, our study shows that, even in a churn-free and non-compromised system, ET fares poorly when the network exhibits community structure and/or centrality attacks are performed.

3.1 Analysis of EigenTrust

Our goal in this section is to better understand the process by which EigenTrust [57] computes the rankings of peers.
3.1.1 Algorithmic overview of ET

Consider a P2P file-sharing system in which a peer $i$ after downloading a file from another peer $j$ rates the transaction as positive (+1) or negative (−1) based on whether the downloaded file was authentic or not. Peer $i$ then computes a local trust value $S_{ij}$ which represents its net number of authentic downloads from peer $j$. Next, peer $i$ computes a normalized local trust value $C_{ij} = \max(S_{ij}, 0)/\sum_j \max(S_{ij}, 0)$ representing the extent of trust $i$ has in $j$ ($C_{ij} \in [0, 1]$). Since a typical peer $i$ downloads from only a small subset of the population, its trust-based view $C_{i,*}$ of the network is limited.

To expand its knowledge, peer $i$ incorporates the opinions of its neighbors and the neighbors of its neighbors and so on to compute its reputation vector $\vec{r}_i = (C^T)^n C_{i,*}$ after $n$ iterations. For large $n$, each peer’s $\vec{r}_i$ converges to the same vector $\vec{r}$, the left principal eigenvector of $C$. In essence, $\vec{r}$ is considered the global reputation vector, and $\vec{r}[j]$ denotes the global reputation score of peer $j$.

To counter the gaming of the system, ET employs a set of pre-trusted peers which all peers (or at least the honest ones) trust such as the designers and early users, since they are less likely to disrupt the system. The opinions of these pre-trusted peers are weighed more than the others to compute the final global reputation vector $\vec{r}$, which is redefined as:

$$\vec{r} = \alpha C^T \vec{r} + (1 - \alpha) \vec{d}$$

(3.1)

where the teleportation parameter $\alpha \in [0, 1]$ is a constant, and $\vec{d}$ is the static distribution vector representing the set of pre-trusted peers. For every pre-trusted peer $i$, $\vec{d}[i] = 1/p$ where $p$ is the number of pre-trusted peers; otherwise, $\vec{d}[i] = 0$.

ET can also be interpreted in the context of Markov chains. Let the trust matrix $C$ be modeled as a weighted directed graph in which a peer represents a node and the element $C_{i,j}$ represents the weight of the edge from peer $i$ to peer $j$. Consider a random walker, starting from one of the pre-trusted peers, wandering the graph. When at a particular node $i$, this walker with a probability $\alpha$ selects a random neighbor $j$ based on $C_{i,j}$, and with a probability $1 - \alpha$ jumps to one of the pre-trusted peers. The more often this walker visits a node, the higher its reputation score (and hence, its ranking).

3.1.2 ET as a community detection algorithm

Since each random walk starts from one of the pre-trusted nodes, we hypothesize that nodes close to the pre-trusted nodes have a higher likelihood to be visited by the random walker, and hence, have higher reputation scores compared to farther nodes. To verify our hypothe-
sis, we adopt a similar methodology as [97]. Specifically, we first build a synthetic network using the Barabasi-Albert preferential attachment model [20] with 512 nodes and an initial node degree of 8, and then rewire it such that two densely connected communities ($G_1$ and $G_2$) of 256 nodes each are formed, connected by a small number of edges (Fig. 3.1(a)). Next, we randomly choose a node in one of the communities (say $G_1$) as the pre-trusted node. We then compute EigenTrust reputation scores for all nodes in the network, based on which we calculate their rankings.

Figure 3.1(b) illustrates the correlation between the rank of a node and its connectivity to the pre-trusted node. The horizontal axis denotes the size of the partition containing top-$k$ ranked nodes. For example, the value of $k = 10$ splits the ranking into two parts: one with the top-10 ranked nodes, and the other with the rest. The vertical-axis denotes the conductance of the partition containing top-$k$ ranked nodes. Conductance is a widely used metric to evaluate the quality of community structure [64] which measures how closely a subset of nodes are connected among themselves relative to the rest of the network. The values of conductance range from 0 to 1, with smaller values indicating stronger communities.

Figure 3.1(b) plots the conductance as we vary the size of the partition containing the top-$k$ ranked nodes. Most of the nodes in the same community ($G_1$) as the pre-trusted node are ranked higher than those in the other community ($G_2$). This is because the former are better connected to the pre-trusted nodes than the latter. There is also a strong community structure for the partition of nearly half the nodes in the network. However, adding more nodes from the bottom half ranked peers increases conductance, thereby decreasing the community structure for larger partitions.

Hence, ET can be viewed as a community detection algorithm which identifies communities around pre-trusted nodes.

### 3.1.3 Eigenvector centrality attack & its impact

ET is essentially a variation of eigenvector centrality [23] which is a measure of the relative importance of a node in a graph. The global reputation score, and thus the rank, of a peer in ET can be viewed as a measure of its eigenvector centrality with respect to pre-trusted peers. Rephrasing the finding in Sec. 3.1.2, nodes close to the pre-trusted peers are top (eigenvector) central peers, while the nodes further away are less central peers. Hence, a straightforward attack strategy for malicious peers is to form edges with top central peers in order to get close to the pre-trusted peers, thereby gaining high rank which they then exploit to act poorly with the rest of the peers (which are less central).

We now validate this attack strategy by demonstrating how an adversary can improve its rank in the system. We first construct a synthetic network using the Barabasi-Albert preferential attachment model [20] with 512 nodes and an initial degree of 8, and then we randomly choose a pre-trusted node. Next, we choose a node $i$ with an average rank (say
Figure 3.1: Ranking in EigenTrust. 3.1(a) A pictorial illustration of a synthetic network with two communities $G_1$ and $G_2$, with the pre-trusted node in $G_1$. 3.1(b) Conductance versus partitions based on node rank. Color represents the community to which the node at a particular rank $k$ belongs. Conductance shows the quality of community structure of top-{$k$} ranked nodes relative to the rest of the network. 3.1(c) New rank obtained by targeting a particular ranked node $k$. 
256), and add one edge to another target node \( j \).

Figure 3.1(c) plots the new rank of this node \( i \) versus the rank of the target node \( j \). Targeting top ranked nodes significantly improves \( i \)'s ranking. For instance, just a single edge with a top-5 ranked node increases \( i \)'s ranking from 256 to below 50. However, adding an edge to a lower ranked node has little effect on \( i \)'s rankings. This confirms that a dominant strategy for malicious nodes is to behave well with top central nodes, and to act maliciously with the rest with little consequence.

3.1.4 Limitations

The insights gained from Sec. 3.1.2 and Sec. 3.1.3 have negative implications on two key aspects of ET:

**Pre-trusted peers**

The coverage of random walks from pre-trusted peers becomes vital to the performance of ET. As the system grows, more and more communities typically evolve due to varied tastes in users. If the pre-trusted peers are selected poorly, nodes in far off communities would be ranked very low despite being honest.

**Global ranking**

Since ET is a global ranking mechanism, a centrality attack will have system-wide negative impact. For instance, strategic malicious peers can behave well with a few top ranked peers (minority), while behaving maliciously with the others (majority). In addition, the rating by a user is often subjective, and hence a general agreement is difficult to reach in all scenarios. Consider a typical example: a poor quality video may be disregarded by some users, but may suffice for others due to its content and significance.

In short, global consensus on pre-trusted nodes makes ET ineffective when either the network exhibits a community structure or when a centrality attack is applied.

3.2 Personalized EigenTrust

We argued in the previous section that the two main bottlenecks of ET are *pre-trusted peers* and *global ranking*. Here we describe our approach to address these shortcomings.

3.2.1 Approach

We propose Personalized EigenTrust (PET) which enables each peer to (i) choose its own set of trusted peers, instead of the pre-trusted ones as in ET, and (ii) formulate its personal-
ized view of the system, instead of a global one as in ET. More formally, a peer \( i \) computes its personalized reputation vector \( \vec{r}_i \) (similar to Eq. (3.1)) using its set of trusted peers (including itself) in the form of trust vector \( \vec{d}_i \):

\[
\vec{r}_i = \alpha C^T \vec{r}_i + (1 - \alpha) \vec{d}_i
\]  

(3.2)

We now discuss the interpretation of PET in two different contexts. From the centrality point of view, the personalized reputation score of a peer \( j \) from another peer \( i \)'s perspective is a measure of \( j \)'s eigenvector centrality with respect to \( i \)'s trusted peers (which includes itself). From a random walker’s perspective, a peer \( i \) wishing to evaluate other peers in the system begins a random walk from one of its trusted peers (including itself) and then wanders the system. With a probability \( 1 - \alpha \), this walker jumps back to one of its trusted peers and restarts the random walk. This is significant on two fronts. First, the walker traverses mostly the relevant part of the system which gives her a personalized view. Secondly, the walker remains close to its trusted nodes, and hence reduces the chances of escaping into the malicious region.

PET leverages the trust inherent in the social network among the peers. The use of social network-based trusted peers simply eliminates the need for the pre-trusted peers. Essentially, this makes the system autonomous in that there is no ‘central’ element such as pre-trusted peers that significantly influences reputation evaluation. As a result, there is no ‘single point-of-attack’ that adversaries can predominantly target. We discuss more details on the role of social networks in Section 3.5.

### 3.2.2 Basic computation

We now describe how each peer \( i \) computes its personalized reputation vector \( \vec{r}_i \). Peer \( i \) first gathers all columns of the matrix \( C \) which simply correspond to the respective peers. Next, \( i \) computes \( \vec{r}_i \) using its trusted peers in the form of \( \vec{d}_i \) (Eq. (3.2)). We note that the information of its trusted peers is kept locally. This ensures that the personalized reputation vector \( \vec{r}_i \) is private to \( i \). Here we assume that the computation of PET is oblivious to the underlying overlay network. That is, the matrix \( C \) can be gathered using gossiping in unstructured networks or DHTs in structured networks.

We now discuss the complexity of computing PET in this fashion. Suppose there are \( n \) peers in the network, and their transactions result in the matrix \( C \) having \( m = O(n) \) non-zero elements. Here, we assume that \( C \) is sparse, i.e., \( m \ll n^2 \). For each peer \( i \), computing its personalized reputation vector \( \vec{r}_i \) takes \( O(m) \) network overhead, \( O(m) \) storage space, and \( O(ml) \) time where \( l \) is the number of iterations for \( \vec{r}_i \) to converge. This implies that, for a network of 1 million nodes and 10 million non-zero floating point elements in \( C \), the storage required and the network overhead for each peer is around 40 MB. Considering the fact that the size of today’s popular files in P2P networks is in the order of 1 GB, downloading 40
MB required for reputation calculation seems reasonable since the goal in adversarial P2P file-sharing systems is to download an authentic version of a file the very first time. This improves user experience as well as reduces the wastage of resources in terms of time and bandwidth.

3.2.3 Scalable computation

We now describe how PET can be computed in a scalable fashion. Let $R$ be a matrix in which the $i$-th column represents the vector $\vec{r}_i (= R_{:,i})$. Also, let $D$ be defined similarly. Bringing all under one umbrella, Eq. (3.2) is reformulated as:

$$R = \alpha C^T R + (1 - \alpha) D$$  \hspace{1cm} (3.3)

Solving for $R$, Eq. (3.3) is rewritten as:

$$R = (1 - \alpha)(I - \alpha C^T)^{-1} D$$  \hspace{1cm} (3.4)

The right-hand side of Eq. (3.4) comprises two parts. The first part $(I - \alpha C^T)^{-1}$ takes into account the transaction behavior of peers in the system, while the second part $D$ represents the trust relationships in the social network. This allows us to clearly differentiate the computational aspects as well.

The matrix inverse $S = (I - \alpha C^T)^{-1}$ can be efficiently computed using matrix dimensionality reduction techniques such as proximity embedding [89]. This technique factorizes $S$ into two matrices $U$ and $V$ of smaller dimensions such that $S_{n \times n} = U_{n \times p} V_{p \times n}$ where $p << n$. We employ a super-peer approach to compute $U$ and $V$ by exploiting the heterogeneity among peers in the network in terms of resources such as computational power, memory and online time [32]. A fraction of powerful peers are elected as score managers which coordinate to compute $U$ and $V$ in a distributed fashion. Song et al. [89] have observed that the factorization of $S$ was nearly 15 times faster by using 150 peers compared to a single instance.

To compute $R_{:,i}$, peer $i$ first requests the vector $S_{:,j}$ for each of $i$’s trusted peers $j$ from one of the score managers, and then adds them: $R_{:,i} = (1 - \alpha) \sum_j S_{:,j} D_{j,i}$. We note here that the answering score manager computes $S_{:,j} = U V_{:,j}$. Alternatively, $i$ could request only a subset of rows of $S_{:,j}$ instead of the entire vector. For instance, when a query returns hits from a set of peers $L$, $i$ can request only the rows of $S_{:,j}$ corresponding to peers in $L$. 
3.3 Simulation Setup

We build our simulation model along the lines of EigenTrust. At a high level, the model represents a P2P file-sharing system consisting of honest as well as malicious peers downloading files from each other. Honest peers in such an adversarial network would want to download only authentic files. Conversely, malicious peers would want honest peers to download inauthentic files. To do so, malicious peers can resort to various attacks that potentially undermine the usefulness of the system, particularly to honest peers. To defend against such attacks, honest peers employ a trust-based algorithm to evaluate the trustworthiness of other peers. In the rest of the chapter, we use the percentage of inauthentic downloads as the basic metric to evaluate the performance of PET against the baselines ET and Non-Trusted (NT).

We now describe the simulation execution. An experiment proceeds in simulation cycles which in turn is divided into query cycles. During a query cycle, each honest peer $i$ in the network may either issue a query or be passive. When a query is issued, the peer is returned with hits from a subset of all peers in the network. The ratio of good and bad hits among them is equal to the proportion of honest and malicious peers in the network. The peer $i$ then selects one peer among these hits, based on latter’s trustworthiness, to download the file. Peer $i$ then rates the transaction as positive (+1) or negative (-1) based on whether the downloaded file was authentic or not. At the end of each simulation cycle, a trust-based algorithm is used to compute reputation scores which are later used in the subsequent simulation cycle for download source selection. Also, statistics such as the number of authentic and inauthentic downloads by each peer are collected. Each experiment is run 100 times over which the results are averaged.

We aim to evaluate how PET performs in diverse transaction models based on following distributions:

- **Random**: Content is randomly distributed among peers, and the queries answered by a peer are also random.
- **Community**: A peer usually answers queries issued by peers in the same community.
- **Power-law**: A few peers among the entire population have the most popular content, and answer majority of the queries issued in the network. The probability that a peer $i$ answers a query is proportional to $i^{-\gamma}$.

In each experiment in the next section, we simulate a network of 1000 peers comprising the same number of honest and malicious peers. Each query by an honest peer is returned with hits from 25 honest peers and 25 malicious peers (5% of the population). While the subset of honest peers answering a query is based on a particular transaction model, the subset of malicious peers answering the query is always based on power-law distribution.\footnote{We refer the reader to \cite{57} for more details.}
Table 3.1: Simulation Settings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default/Range</th>
</tr>
</thead>
<tbody>
<tr>
<td># Total nodes</td>
<td>1000</td>
</tr>
<tr>
<td># Pre-trusted nodes</td>
<td>10</td>
</tr>
<tr>
<td>% Malicious peers</td>
<td>50%</td>
</tr>
<tr>
<td>Transaction model</td>
<td>random, community, power-law</td>
</tr>
<tr>
<td>% peers answering a query</td>
<td>5%</td>
</tr>
<tr>
<td>Communities</td>
<td>G1 (75%) and G2 (25%)</td>
</tr>
<tr>
<td>Power-law exponent $\gamma$</td>
<td>0.8 ([0.0,2.0])</td>
</tr>
<tr>
<td>Teleportation parameter $\alpha$</td>
<td>0.15</td>
</tr>
<tr>
<td># Simulation cycles</td>
<td>30</td>
</tr>
<tr>
<td># Query cycles</td>
<td>50</td>
</tr>
<tr>
<td># Runs for each experiment</td>
<td>5</td>
</tr>
</tbody>
</table>

where $\gamma = 1$. This enables malicious peers to gain a vantage point against honest peers. Table 3.1 shows various parameters and their default values or ranges used in the simulation.

### 3.4 Resilience to attacks

In this section, we evaluate the performance of PET under various attacks by considering that each peer trusts only itself. In other words, each peer $i$ computes its personalized reputation vector $\vec{r}_i$ by assigning $d_i[i] = 1$. In the next section, we discuss the role of social network-based trusted peers.

#### 3.4.1 Collusion with malicious spies

A subset of malicious peers acting as spies upload authentic files when selected as download source. At the same time, these spies assign high trust scores to the rest of malicious peers which always upload inauthentic files as well as form a malicious collective / ring among themselves.

Figure 3.2 plots the percentage of inauthentic downloads versus the percentage of spies among malicious peers. PET outperforms ET in various scenarios. We particularly note that ET performs worst in the community model. This is because peers in the community with no pre-trusted peers have low reputation scores, and hence differentiating them with low ranked malicious peers is difficult. However, both PET and ET perform very well in the power-law model, since only a few top ranked honest peers answer most of the queries.

#### 3.4.2 Eigenvector centrality attack

We now reformulate the eigenvector centrality-based attack, discussed in Sec. 3.1.3, to suit the current context of simulation environment. That is, malicious peers upload authentic files to topmost eigenvector central peers, while uploading inauthentic files to the rest of honest peers. At the same time, these malicious peers collude to form a ring among themselves.
Since the notion of centrality of a peer $j$ in PET is different from the perspective of each peer $i$ in the network, the strategy for malicious peers is non-trivial (unlike in ET). Malicious peers assign the values in the eigenvector of $(I - \alpha C^T)^{-1}$ to the corresponding peers, which are fundamentally their eigenvector centrality scores. The intuition behind this idea is that the globally topmost central nodes are also highly central from many peers’ individual perspective in the context of PET.

We now examine the impact of such an attack. Figure 3.3 plots the percentage of inauthentic files downloaded versus the percentage of topmost central nodes to which strategic malicious peers upload authentic files. We make the following observations. First, the impact of this attack is significantly stronger than of any of the previous attacks studied [57]. For instance, in the random model, the performance of PET under this attack is nearly three times worse than that under the above collusion threat. Second, PET outperforms ET in various scenarios. This result highlights the difficulty in attacking a personalized reputation system as compared to a global one. Third, for the random and community models, the performance of PET gradually decreases until malicious peers behave well with less than top 40% central nodes. However, the performance of PET improves when more central nodes are targeted but remains almost as bad as NT’s. Lastly, ET performs worse than NT in most cases. This is because many malicious peers gain a lot higher reputations than their honest counterparts, and hence they are often selected for download.

We use the centrality-based attack strategy for malicious peers in the experiments in the rest of the chapter.
3.4.3 Extended Traitor attack

In this attack, malicious peers ‘milk’ the reputation in that they alternate between (i) uploading authentic files for some time to gain reputation, and (ii) later uploading inauthentic files to harm the system. We simulate this attack by extending the centrality-based attack. For five simulation cycles, malicious peers upload authentic files only to the top-25% central nodes. For the next five simulation cycles, malicious peers upload inauthentic files whenever selected for download. This process is continued until the end of the experiment.

Figure 3.4 plots the percentage of inauthentic downloads versus the simulation round. PET outperforms ET in various scenarios. In the case of PET, the traitor attack is counterproductive for malicious peers. The percentage of inauthentic downloads significantly decreases as the time passes since the reputation scores of malicious peers diminish to the extent that they are less likely to be selected for downloading in subsequent simulation cycles. In the case of ET, the reputation scores of a few malicious peers which answer most queries remain so high that they lose little despite acting maliciously for a few rounds in random and community models. However, in the power-law model, since a few honest and malicious peers which answer most queries compete with each other, the reputation scores of malicious peers reduce well below those of honest peers when acting maliciously for a few rounds.

3.4.4 Impact on transaction models

Figure 3.5(a) plots the percentage of inauthentic downloads versus the percentage of the community with no pre-trusted peers (G2%). The performance of PET is the least affected by increasing G2%. This shows that PET can be very effective even for small, new, or
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Figure 3.4: Impact of traitor attack.

growing communities. On the other hand, the performance of ET gradually worsens as G2% increases. This is because more peers are ‘further away’ from the pre-trusted nodes, and hence lesser reputed.

Figure 3.5(b) plots the percentage of inauthentic downloads versus the power-law exponent $\gamma$. Since $\gamma = 0$ is essentially equivalent to the random query model, we note that the performance of both PET and ET significantly improves as the transaction model moves from random to power-law distribution. This is because, in the power-law model, only a few peers answer a majority of the queries. This helps these peers gain higher reputation than malicious peers, thereby increasing the likelihood of getting selected for download.
3.4.5 Sensitivity to teleportation parameter $\alpha$

Figure 3.6 plots the percentage of inauthentic downloads versus the teleportation parameter $\alpha$. The larger the value of $\alpha$, the worse the performance of both PET and ET. This shows a long random walk from a trusted peer is more likely to end at a malicious peer than at an honest one. This finding is consistent with that of Whanau [65]. Hence, a short random walk is more suitable in such adversarial systems.

3.4.6 Impact on ranking of search results

We now focus on the presentation of search results to users which can potentially influence user experience. When a query returns hits from the network, it is vital to show the user the search results from honest peers ranked higher than those from malicious ones. To measure the accuracy of PET and ET at differentiating honest and malicious peers, we use the metric Area under Receiver Operating Characteristic (ROC) curve or $A'$ [45]. This metric represents the probability that an honest peer is ranked higher than a malicious one. $A' = 1$ indicates perfect ranking, while $A' = 0.5$ represents random ranking. We perform the same experiment as mentioned in Section 3.4.2 and present the results from a ranking perspective unlike previous experiments where the focus was on reducing inauthentic downloads in the system.

Figure 3.7 plots the area under ROC curve versus the percentage of topmost central nodes to which strategic malicious peers upload authentic files. The ranking for both PET and ET worsens as we target more top ranked nodes. When more than half the top ranked nodes are targeted, PET performs worse than NT which means that malicious peers are ranked higher than honest peers in the ranking of search results. However, ET’s ranking is
Figure 3.7: Quality of ranking of search results.

worse than NT’s in each scenario, implying that malicious peers are more likely to be chosen for download. This also explains the poor performance of ET in Sec. 3.4.2.

3.5 Role of Social Network

We now discuss how social networks fits in our PET design.

3.5.1 Bootstrapping into the network

Invitation

We propose that entry into the network is based solely on invitations. That is, a new user needs to get invited by an existing user (typically a friend or a trusted acquaintance) in order to join the network, similar to the initial phases in online social networks such as Orkut and Google+ as well as BitTorrent Darknets. This approach addresses two important challenges. First, when a new user installs a P2P client and runs it for the first time, the client usually contacts either a central server (e.g., Mainline DHT in BitTorrent and Azureus) or a set of fixed super peers (e.g., Tribler, Skype) in order to connect to existing peers in the network. If such a central entity is down or compromised, new clients will not be able to join the network. Using our approach, a new peer obtains contact details of the existing peers from its inviter. Second, the network gradually evolves around a core of honest peers who also have social relationships among themselves. In this way, our approach leverages the trust inherent in the social network among these peers.
Social network-based trusted peers

After joining the network, a new peer faces the cold start problem in that whom to trust in an adversarial system is a fundamental question. Personalized EigenTrust using Social Networks (PETS) enables each peer to choose its own trusted peers. For simplicity in our experiment, we consider a random transaction model where a new honest peer trusts one existing honest peer uniformly at random. As a result, the former computes the personalized reputation scores from the perspective of the latter. We note here that PET stands for the scenario where each peer trusts only itself, while PETS implies that a new honest peer trusts an existing (older) honest peer.

We simulate the bootstrap scenario with a network comprising 250 honest peers and 500 malicious peers for the first 10 simulation cycles, after which 250 new honest peers join the network. We measure the number of authentic and inauthentic downloads by new honest peers at the end of the experiment.

Figure 3.8(a) plots the comparison of the performance of each algorithm for new honest peers. PETS outperforms all other approaches including PET. In addition, PET performs nearly as worse as NT, while ET performs the worst. Hence, trusting an older honest peer during bootstrap phase helps in significantly reducing inauthentic downloads. As a result, it potentially improves user experience which is vital in retaining the users (especially the newcomers) in the network.

Choice of trusted peers

We now examine how the choice of trusted peers affects the performance for the new honest peers. We use a similar setup as the above experiment, except that the 250 new honest peers are divided equally into three categories based on their type of trusted peer. One-third of these newcomers trust only themselves and another one-third trust in an existing honest peer, while the trusted peers for the rest are all malicious.

Figure 3.8(b) plots the percentage of inauthentic downloads versus the type of trusted peer by a newcomer. We see that trusting an existing honest peer is better than trusting either a malicious peer or just itself. For new honest peers, this implies that keep your friends closer and your enemies farther.

3.5.2 Defending against Sybil attacks

Social networks have been leveraged by the research community to counter Sybil attacks [43] in open adversarial systems [40, 104, 105]. The fundamental assumption behind these social network-based sybil defense (SNSD) schemes is that, although a malicious entity may create large number of Sybil nodes, the number of social connections these Sybil nodes can form with honest nodes is very limited due to high social engineering cost. As
3.6 Related Work

Many previous studies have critically analyzed ET and proposed personalized versions of the algorithm [36, 37, 52]. Chirita et al. [36] argue that a subset of pre-trusted peers can
be chosen by peers based on their tastes, instead of a fixed set as in ET. They propose a distributed algorithm similar to Personalized PageRank [53] to compute personalized reputation scores for each peer. Its performance was shown to be similar to ET in their work, whereas our study shows that not only PET outperforms ET under diverse scenarios but also ET performs worse than NT when centrality-based attacks are applied. Jansen et al. [52] discuss the vulnerabilities of ET, particularly when the pre-trusted peers leave the system or are compromised. They propose Federated EigenTrust which employs elected ‘representative nodes’ in place of pre-trusted peers. While their concerns are valid, our study shows that, even in a churn-free and non-compromised system, ET fares poorly when the network exhibits community structure. More recently, Choi et al. [37] have presented Personalized EigenTrust which computes the normalized trust scores (refer to Sec. 3.1.1) using beta distribution, which is not our main focus in this chapter. We note that all these studies lack extensive analysis on how their algorithms perform under various transaction models and attack strategies.

Evaluation of ET on the network traffic dataset of the Maze P2P file-sharing system by Lian et al. [66] shows that ET produces less than ideal reputation scores for both honest and malicious peers under various collusion patterns. Based on the results of our study (refer to Sec. 3.4.5), we suspect that such poor performance can be explained by their use of a very high value of $\alpha$ (=0.9 in their work). The higher the $\alpha$, the higher the likelihood of a random walk escaping into the malicious region. It will be interesting to see the results of their experiments when run with lower values of $\alpha$. Here we note that $\alpha$ in our study is equivalent to $1 - \alpha$ in theirs.

### 3.7 Concluding Remarks

We have empirically shown that ET is highly vulnerable to community structure and eigenvector centrality attack, and also that its two main bottlenecks are pre-trusted peers and global ranking. To address these shortcomings, we propose Personalized EigenTrust which enables each peer to (i) calculate personalized reputation scores of other peers, and (ii) choose its own set of trusted peers from the social network among peers. The use of social network-based trusted peers simply eliminates the need for the pre-trusted ones, thereby making the system autonomous. In addition, the social network enables newcomers to bootstrap into the network seamlessly as well as defend against Sybil attacks. Our evaluation on synthetic networks operating under diverse transaction models (random, power-law, and community) and targeted attacks including the novel centrality attack reveals that PET outperforms ET in all these scenarios. The insights gained in our study have important implications to existing and future designers of flow-based reputation systems. For instance, pagerank- and maxflow-based trust schemes need to be evaluated under eigenvector- and betweenness-centrality attacks.
Table 3.2: P2P Transaction Networks: Analogies

<table>
<thead>
<tr>
<th>File-sharing</th>
<th>Marketplace</th>
<th>Service-oriented</th>
<th>Social media</th>
</tr>
</thead>
<tbody>
<tr>
<td>download file</td>
<td>transaction</td>
<td>subscription service</td>
<td>view video/photo/story</td>
</tr>
<tr>
<td>uploader</td>
<td>seller</td>
<td>provider</td>
<td>uploader</td>
</tr>
<tr>
<td>downloader</td>
<td>buyer</td>
<td>consumer</td>
<td>viewer</td>
</tr>
</tbody>
</table>

The concept of PET is very general and has wide range of applications in P2P transaction networks\(^3\) (Table 3.2) which typically attract malicious behavior, in both centralized and distributed systems. For instance, online content voting systems such as YouTube and Digg face attacks where poor content is rated highly by many adversaries, thereby attaining a space on Most Popular pages. To counter such attacks, PET can exploit both voting patterns and social network relationships of users to filter out bad content and uploaders, and recommend only relevant and trustworthy content to users.

---

\(^3\)Here, ‘P2P’ refers to relationships such as peer-to-peer, person-to-person and user-to-user.
Chapter 4

Leveraging Trust and Distrust for Sybil-Tolerant Voting in Online Social Media

Voting is a vital component of online social media (OSM). Votes on content items in OSM (e.g., likes in YouTube and Facebook, favorites in Flickr, and diggs in Digg) are typically incorporated into many of their central features such as recommendations, ‘most popular’-like pages and ranking search results. Besides popularity, voting helps in determining the trustworthiness of content. Furthermore, voting offers a much cheaper alternative to the actual content analysis and human oversight. This aspect is particularly significant taking into account the scale and rate at which content is published in current OSM.

Due to open membership access in OSM, voting in such systems is vulnerable to Sybil attacks [43]. Malicious users can create multiple cheap Sybil identities that outvote real users of the system. In this manner, Sybils can promote spam content even to the front page of an OSM by voting positively (e.g., Tube Automator for YouTube [9]), as well as demote trustworthy content by voting negatively on it.

SumUp [92] is the state-of-the-art approach to defend against such an attack. SumUp leverages the social network among users to limit the number of fake votes collected from Sybil identities to O(1) per attack edge, which is a trust edge between a malicious user and an honest user. Although this is substantially more robust than directly accumulating votes, we contend the resulting solution still leaves room for considerable damage by attackers. For instance, if malicious users constitute a small fraction (e.g., 1%) in a large network of 1 million users, SumUp would face more than 10,000 attack edges. Such a scale of the attack even with conservative estimates drives the main research question of the chapter: can the fake votes collected from Sybils in OSM be reduced to less than O(1) per attack edge?

In this chapter, we leverage both trust- and distrust relationships among users to limit the votes collected from Sybil identities. We model the system as a signed network, where posi-
tive edges represent trust relationships that are inherent in the social network among users in OSM, and negative edges represent distrust relationships between honest users, who identify some of the spam content items, and the Sybil identities that promoted them. The fundamental rationale of our approach is that the attack edges constrain the paths along positive edges between the endpoints of each negative edge. This is because any path between an honest node and a Sybil node along positive edges passes through at least one attack edge. Based on this rationale, we proceed in two phases. First, we build a resistance network to identify such attack edges and their endpoints. Second, we employ a vote limiter mechanism to limit the votes from Sybil identities whose paths to honest nodes along positive edges pass through the endpoints of attack edges.

Our evaluation based on simulations on large-scale networks of popular OSM shows both the feasibility of incorporating distrust alongside trust to defend against Sybil attacks, and that our method outperforms the current state-of-the-art approach, SumUp. Our results show that negative edges between a small fraction (10%) of honest users and Sybil identities are sufficient to identify endpoints of attack edges with a high probability. Moreover, our method is resilient to negative edges among honest users constituting one-third of all negative edges in the network. In addition, the fake votes collected from Sybil identities are reduced by a significant 80%, when compared to SumUp, by taking into account one negative edge each from just a quarter of all honest users.

The rest of the chapter is organized as follows. Section 4.1 discusses relevant previous studies. Section 4.2 presents the definitions, notations, and the datasets used in the rest of the chapter. Section 4.3 describes our approach to the problem at hand in detail. Section 4.4 discusses our evaluation, while the implications of the results and possible future extensions are described in Section 4.5.

4.1 Background and Related Work

Here we review two growing research topics, one each in the fields of distributed systems and social networks, which have not been studied together in detail.

4.1.1 Social Network-based Sybil Defenses

Open web-based and distributed systems are susceptible to Sybil attacks [43], where attackers can create multiple cheap Sybil identities in order to outvote and outcompete honest users. To defend against such attacks, a large body of work leverages social networks by incorporating their properties such as inherent trust relationships among users and graph structure into the designs of social network-based Sybil defenses (SNSD) schemes [40,65,84,91,92,104,105].
Each of these schemes makes two fundamental assumptions. First, although an attacker can create arbitrary number of identities, she cannot establish arbitrary number of trust relationships (attack edges) with honest users since forming a trust relationship requires high social engineering cost. This leads to a sparse cut between Sybil region containing malicious identities and non-Sybil/honest region containing honest users in the graph, which is then exploited by these schemes. Second, a social network graph is expander-like and fast-mixing \cite{76} in that a random walk in the graph quickly reaches a stationary distribution. Hence, a short random walk starting from a node in the non-Sybil region rarely escapes into the Sybil region.

These schemes can be broadly classified into two categories: Sybil detection and Sybil tolerance, as characterized in \cite{95}. Sybil detection schemes \cite{40, 65, 84, 91, 104, 105} depend solely on the graph structure to label nodes as Sybil or not. Although application-independent, these schemes run the risk of (i) false positives: an honest user is misclassified as a Sybil, thereby not granted any service, and (ii) false negatives: a Sybil is misclassified as a non-Sybil which may allow unwarranted and unlimited access. Sybil tolerance schemes \cite{74, 82, 92}, on the other hand, do not label nodes as Sybil or not. Instead, they limit the leverage of an attacker who may use multiple Sybil identities by exploiting both the graph structure and application-specific information.

In the context of voting in online content systems, SumUp \cite{92} is the state-of-the-art approach that leverages the social network among users to bound the number of fake votes cast by Sybils. Given a vote collector (VC), SumUp first defines a vote envelope by distributing limited number of credits along the edges in a breadth-first fashion starting from VC. Then, VC collects all the votes from voters within this envelope. Finally, VC collects the votes from voters outside this envelope who can find a distinct path (i.e., no two paths share a common edge indicating sufficient credit) to a node within this envelope. As a result, SumUp limits the number of fake votes collected from Sybils – attack capacity – to $O(1)$ per attack edge with a high probability. As argued earlier, although SumUp is substantially more robust than directly accumulating votes, the resulting solution still leaves room for considerable damage by attackers. We argue that the number of attack edges used in SumUp’s evaluation is conservatively small (e.g., 100 attack edges in a million-node network), particularly for very large networks of the scale of the real-world OSM.

Furthermore, recent studies highlight a couple of drawbacks of SumUp. First, the breadth-first credit distribution biases the vote envelope to include many high degree nodes, which consequently incentivizes them to create Sybil identities \cite{56}. Second, the performance of SumUp was observed to vary across many networks, highlighting the shortcomings of the envelope selection process \cite{97}. We note here that addressing these drawbacks is not the main focus in this chapter.

Although all the proposed SNSD schemes have considered positive trust relationships among users to defend against Sybil attacks, only a few however have explored the distrust
factor. MobId \cite{84} is a Sybil detection scheme that operates in a mobile network of devices. A device maintains a network of friends containing honest devices and a network of foes containing suspicious devices, using which it determines whether to accept or reject an unknown device. SumUp \cite{92} incorporates negative feedback from the VC to modify the credit distribution as well as penalize the links from VC to the malicious nodes. Nevertheless, neither study examines the distrust relationships among users other than those from the evaluating node. This implies that an honest node which has few distrust relationships to adversaries, a newcomer for instance, will be vulnerable to attacks from the latter.

### 4.1.2 Signed Network Analysis

Many online social networks comprise not only positive/trust relationships such as friendships among users but also negative/distrust relationships that indicate enmity or antagonistic feelings toward one another. Such networks are referred to as signed social networks (in short, signed networks). Most of these online social networks keep the distrust relationships such as ‘report as spam/abuse’, unlike friendships, private. However, a few such as Slashdot make these negative links in the form of ‘foes’ and ‘freaks’ publicly accessible to the outside world.

Recent studies on signed networks have predominantly focused on the edge sign link prediction problem: given a social network with signs on all edges, how accurately can we determine the sign of a hidden edge? In one study, Leskovec et al. \cite{63} employ social psychology theories of balance and status to predict the signs of edges. In another study \cite{62}, they develop a machine learning approach based on various combinations of triads for sign prediction. Kunegis et al. propose a number of spectral analysis techniques for sign prediction \cite{60}, and later extend them to clustering and visualization \cite{61} using Laplacian matrices of the signed graphs. More recently, DuBois et al. \cite{44} propose a promising technique for sign prediction which combines path-probability trust inference algorithm and spring embedding to infer network distance between nodes. Their rationale is that a node-pair with a positive edge attract each other, while a negative edge makes them repel.

Propagation of distrust, unlike trust, is a tricky issue. For instance, an enemy of an enemy is not necessarily a friend, while a friend of a friend can be considered trustworthy. Guha et al. \cite{48} propose that trust can propagate multiple steps whereas distrust propagates a single step. Kerchove et al. \cite{41} propose PageTrust, along the lines of PageRank, incorporating the knowledge of negative links while performing the random walk. In addition, various other studies explored propagating distrust in the network \cite{24, 72, 108}, none in the context of attacks.
4.2 Preliminaries

4.2.1 Notations and Definitions

Let $G = (V, E)$ denote an undirected and signed graph, where $V$ and $E \subseteq V \times V$ are the set of nodes and edges in the graph, respectively. An edge between nodes $i$ and $j$ is represented by $(i, j, s)$, where $s$ represents the sign of the edge. Subgraph $G^+ = (V^+, E^+)$ comprises only positive edges ($E^+ \subseteq E$), while subgraph $G^- = (V^-, E^-)$ comprises only negative edges ($E^- \subseteq E$); also, $V^+, V^- \subseteq V$.

Given a sample $S \subset V$ of nodes, the neighborhood $N(S)$ is a set of nodes connected to $S$ by positive edges, i.e., $N(S) = \{ w \in V - S : \exists v \in S \text{ s.t. } (v, w) \in E^+ \}$. Expansion of $S$ measures the number of neighbors of $S$ relative to its size: $\frac{|N(S)|}{|S|}$. Expansion quality of $S$ measures the extent to which the neighborhood of $S$ covers the network: $\frac{|N(S)|}{|V - S|}$.

4.2.2 Datasets and Mixing Times

Table 4.1 summarizes the datasets of popular OSM that we use in the rest of our chapter, to study the problem of voting in OSM under Sybil attack.

We examine the fast-mixing [76] property of these social network graphs, which is an assumption that many SNSD schemes [65,104,105] make, in order to explore the plausibility of incorporating this feature into the design of our method. The mixing times of four out of these six datasets were found to be ‘fast’ in [77]. For the sake of completeness, we examine the mixing times for all the six datasets using the same methodology as [77]. Specifically, given an initial distribution $\pi(i)$ at node $i$ and transition matrix $P^{(t)}$ which is the adjacency matrix with normalized rows, we compute the total variation distance $|\pi - \pi^{(t)} P^{(t)}|_1$ at each step (random walk length) $t$ where $\pi$ is the stationary distribution.

Figure 4.1 plots the total variation distance versus the walk length, averaged over 1000 initial distributions. The mixing times of all the graphs converge to stationary distribution in the order of $O(\log |V|)$, within a total variation distance of 0.2. This shows that the social network graphs of these OSMs have ‘fast’ mixing times. Put another way, these graphs exhibit expander-like properties [38]. In the next section, we discuss how the expansion property of the graphs is incorporated into our design.

4.3 Method

In this section, we first describe the problem we address along with a brief overview of our approach, and then detail the two main components of our method.
Table 4.1: Datasets of popular OSM. Notations: \(|V|\) and \(|E|\) represent the number of nodes and edges in the network respectively; \(\delta_{0.9}\) is the 90\(^{th}\) percentile diameter. The last column gives an example of a vote on an item in the corresponding OSM.

| OSM      | |V|  | |E|  | \(\delta_{0.9}/\delta_{1.0}\) | Vote/Item       |
|----------|----------|----------|----------|----------|---------------------------------|
| YouTube  | 1,134,890 | 2,987,624 | 7/15     | like/video       |
| Flickr   | 1,624,992 | 15,476,835| 7/14     | favorite/photo   |
| Digg     | 542,140   | 4,039,025 | 6/14     | digg/story      |
| Facebook | 3,097,165 | 23,667,394| 6/8      | like/page       |
| Epinions | 75,877    | 405,739   | 5/10     | review/product   |
| Slashdot | 82,168    | 543,381   | 5/9      | comment/story   |

Figure 4.1: Mixing times of social network graphs in OSMs. Random walks in Slashdot, Epinions and Digg converge to stationary distribution faster than in the rest, though all have short walk lengths.
4.3.1 System Model and Approach

System Model

We consider the problem of voting on content items in OSM under Sybil attack, inspired by SumUp [92]. The number of votes on a particular item in OSM is a salient factor considered in determining its popularity. Our model considers four types of users in the network. First, traitors are a fraction of users that turn opportunistic to game the system using Sybil identities to inject and promote spam content through fake votes. Honest (ie. non-traitors) users who have at least one trust relationship with a traitor are considered gullible, while honest users who have trust relationships only with other honest users are considered winners. Finally, a fraction of honest users who are vigilant identify some of the spam content items and vote negatively on it. As a result, a plausible interpretation is that these vigilant users and Sybil identities which have promoted spam content have fundamental disagreement on the quality of this content. Another perspective is that the relationship between these two sets of entities is that of mutual distrust.

We model such a system by an undirected signed graph $G$ (Fig. 4.2(a)), where nodes represent either users or identities and edges represent relationships between nodes. A positive edge represents a trust relationship, while a negative edge represents a distrust relationship. Attack edges are the trust relationships between gullible and traitor nodes, while defense edges are the distrust relationships between vigilant nodes and Sybil identities that have promoted spam content.

Adversaries can change the graph structure of the Sybil region besides add and delete the Sybil identities to suit their strategies. Since off-the-shelf algorithms in the area of signed networks predominantly depend on graph structure for their effectiveness, these algorithms cannot be directly applied to defend against Sybil attacks.

Goal and Assumptions

Our main goal in this chapter is to limit the number of votes collected from Sybils to less than the number of attack edges. We make the following assumptions that influence our design. First, $G^+$ is connected, i.e., any two nodes in $G$ are reachable along positive edges. Second, the number of traitor nodes is significantly less than the number of honest nodes. As a result, the number of attack edges is limited. Third, creating new attack edges is difficult due to high social engineering cost, similar to the assumption previous SNSD schemes [65, 104, 105] make. Lastly, all honest nodes have a consensus on spam content items, and thus a negative edge exists only between an honest- and a Sybil node. We relax this last assumption in Section 4.4.1.
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Figure 4.2: [Best viewed in color.] A pictorial illustration of the system and approach. \[4.2(a)\] Honest region comprises winner (dark blue), vigilant (green) and gullible (light blue) nodes. Sybil region comprises traitor (orange) and Sybil (dark red) nodes. Defense edges between vigilant and Sybil nodes are represented by dotted red lines. \[4.2(b)\] Paths along positive edges (blue thick double-headed arrows) corresponding to each defense edge are constrained by gullible and traitor nodes, where red circles indicate high conflict.
Approach Overview

We make two observations based on the model and above assumptions. First, attack edges between gullible- and traitor nodes can be viewed as ‘bridges’ connecting honest- and Sybil regions, with gullible- and traitor nodes being ‘bridge nodes’ (Fig. 4.2(a)). Second, these bridge nodes and bridges constrain the paths along positive edges between two endpoints of a negative edge, with one endpoint each in the honest- and Sybil regions (Fig. 4.2(b)). Notice that any path along positive edges corresponding to a negative edge between an honest- and a Sybil node passes through a gullible- and a traitor node. With this intuition in mind, we

- use defense edges to build a resistance network that identifies bridge nodes and bridges (Sec. 4.3.2), and

- employ a vote limiter mechanism to subsequently limit the votes from Sybils whose paths to honest nodes pass across these bridge nodes and bridges (Sec. 4.3.3).

4.3.2 Resistance Network

We construct a resistance network $R$ by incorporating distrust relationships among the nodes. We model this network by a weighted graph of $G^+$ where the weight of each edge is initially set to 0. For each negative edge $(i, j, s < 0) \in E^-$ in $G$, we find a path between $i$ and $j$ along positive edges ($\in E^+). For each edge on this path, we increase the weight of the corresponding edge on the resistance network by 1. As a final result, the weight of an edge represents the number of paths corresponding to negative edges passing through it. This weight can be viewed as the resistance of the edge. The resistance of a node $v$, $R(v)$, then is the summation of resistance of each of its edges. From another perspective, the resistance of a node or an edge can be interpreted as the measure of its ‘conflict centrality’ in the graph. That is, nodes and edges with high resistance indicate the extent of conflict between nodes across them.

Such a resistance network has a number of desirable characteristics. First, it presents a global perspective of resistance of any given node/edge, which is particularly interesting for administrators/moderators. Second, it is fairly immune to dynamics in the network such as additions/deletions of nodes/edges. Third, in personalized voting systems, each vote collector can use the same ‘fundamental’ resistance network to adapt her vote aggregation mechanism to suit her specific needs. This allows for scalability, thus leveraging the resistance network does not hamper the system scalability.

We now describe the construction of the resistance network in a scalable fashion. It is important to note that finding a path between any two nodes of a negative edge along positive edges in a large network in an efficient manner is non-trivial. To address this challenge, we proceed in two phases. In the first phase, we build the backbone of the network, which is a small connected subgraph comprising nodes that have high connectivity properties to the
rest of the graph. In the second phase, we find a path between two endpoints of each negative edge in the graph using this backbone, which is then used to update the resistance network. Following are the details of these phases.

**Backbone Construction**

We employ the snowball technique to expansion sampling (XSN) [70] (similar to its variant [69]) which constructs a sample $S$ of size-$k$ such that its neighborhood $N(S)$ covers a large portion of the network even for a small sample ($|S| << |V|$). We refer to this sample as the backbone of the network. At its core, this technique works by adding a node $v$ from the neighborhood $N(S)$ to $S$ at each step such that $v$ contributes most new neighbors to the current sample $S$. Since the scalability of XSN was not discussed in [69,70] and non-trivial, we develop a dynamic programming method for XSN to allow it to scale for large networks.

Naturally, the efficiency of XSN depends on the network it is applied to. We thus examine how XSN fares on our datasets. We begin with a sample $S$ containing one random node in the graph, and then we iteratively add nodes to $S$ until its size $|S| = 5\% |V|$. We measure the expansion quality of $S$ after each addition of a node. Figure 4.3 plots the expansion quality versus the sample size relative to all nodes in the graph, averaged over 5 runs. All graphs exhibit high expansion, even for a small sample. For instance, a sample size of just $1\% |V|$ has expansion quality of 0.5 or more, indicating that $S$ is on average within 2 hops from any node ($\in V - S$) in the rest of the network. Also, increasing this sample size reduces the average hop distance between $S$ and $V - S$. Section 4.4.3 discusses the scalability of XSN.

Another benefit of using XSN is that the backbone is a ‘representative’ sample of the community structure in the network [70]. By adding nodes that best contribute to the expansion of the sample, XSN essentially includes nodes which act as ‘bridge nodes’ between communities. As a result, the sample consists of nodes from most (if not all) communities in
the network. In our context, this implies that the backbone (and surrounding nodes) is likely to contain many of the gullible and traitor nodes.

**Pathfinder Algorithm**

We exploit the expansion property of this backbone to find a path along positive edges corresponding to a given negative edge with endpoints \(i\) and \(j\). We begin two paths \(P_i\) and \(P_j\), one at each endpoint, and then add a node each to the paths at every step such that it increases the chances of meeting each other. We now detail this searching process. If the head of \(P_i\) (which is the last added element, say \(v_i\)) is not in the backbone \(S\), we add to \(P_i\) a neighbor of \(v_i\) in the large graph which either is in \(S\) or contributes to near maximal expansion of \(P_i\) chosen probabilistically. However, if \(v_i\) is on the backbone (\(v_i \in S\)), we add to \(P_i\) a neighbor of \(v_i\) from the backbone \(S\) which contributes near maximal expansion of \(P_i\). We note here that this reduces the search space, from the large graph to the backbone, by a great extent. Also, if either \(v_i\) or its neighbor is in \(P_j\) (\(v_i \in P_j\) or \(N(v_i) \in P_j\)), we merge \(P_i\) and \(P_j\) which gives us the path between \(i\) and \(j\). Similar process is simultaneously carried out on \(P_j\). Section 4.4.3 shows that this algorithm finds short paths efficiently in large expander-like graphs, where most nodes in the network are one or two hops from the backbone which in turn itself is small.

**4.3.3 Vote Limiter**

We now describe the vote limiter mechanism, built along the lines of SumUp [92]. Our main aim here is to limit votes from Sybil identities collected by honest nodes. Hence, for simplicity in this chapter, we assume a vote envelope comprising all honest nodes, and focus on limiting the votes from voters outside this envelope which are essentially traitor- and Sybil nodes. We define the following:

- **Attack capability** is equal to the ratio of the collected votes from nodes in the Sybil region and the number of attack edges between the honest- and Sybil regions.
- **Capacity** of a node \(v\) is equal to the maximum number of vote paths that can pass through the node, which is half its degree: \(C(v) = \lceil|N(v)|/2\rceil\).
- **Effective Capacity** of a node \(v\) is equal to the ‘downgraded capacity’ of the node taking into account its resistance \(R(v)\): \(EC(v) = \lceil C(v) * \alpha^{R(v)} \rceil\), where \(\alpha \in [0, 1]\) is a dampening factor which decreases the ability of a node to allow vote paths to pass through it based on its resistance. We use \(\alpha = 0.8\) if the node is not on the backbone, and \(\alpha = 0.95\) otherwise, since many paths along positive edges corresponding to negative edges pass through the backbone nodes more often than through the other nodes.
We now detail the vote collection process. First, each node is assigned a credit equal to its effective capacity, and each edge outside the vote envelope is allocated a credit of 1 unit. Next, a vote from a voter outside the vote envelope is collected if there exists a distinct path (i.e., no two paths of voters share a common edge) from the voter to a node within the envelope, with each node and edge on the path having credit greater than zero. When a vote is collected in this manner, the credit of each node and edge on this path is decreased by 1 unit. The final number of collected votes divided by the number of attack edges gives the attack capability of the adversaries.

4.4 Evaluation

We evaluate our method in this section, aiming to address the following questions:

- How well can we distinguish winner, gullible, and traitor nodes by incorporating negative edges (defense edges) between honest- and Sybil regions?
- How resilient is our method when there are negative edges among honest nodes in addition to defense edges?
- How robust is our method to limit the votes collected from Sybil identities to less than the attack edges?
- How scalable are the techniques of the backbone construction and the pathfinder algorithm?

We now describe the experimental setup used in the rest of the section. Given a dataset, let the size of the respective graph be $N$. We first create a partition of this graph into Sybil- and non-Sybil (honest) regions, along the lines of [65]. We select a small fraction of nodes ($3\% N$) as traitors uniformly at random; the remaining nodes constitute the honest region. For each attack edge to a gullible node in the honest region, a traitor creates a Sybil identity and forms a positive edge with it. We note here that creating more Sybil identities and/or forming edges among themselves is not going to improve their attack capability, since their vote paths to the vote envelope are constrained by attack edges. Next, we construct the backbone of the graph (of size $3\% N$) starting from a random node in the honest region. Subsequently, we build the resistance network by incorporating defense edges ($e_D = 20\% N$).

4.4.1 Resistance

We examine the resistance of three types of nodes – winner, gullible, and traitor – in the following two scenarios.
Impact of Defense Edges

In the first experiment, we vary the number of negative edges (defense edges) between nodes in the honest- and Sybil regions. For now, we do not consider negative edges within the honest region. We construct the resistance network incorporating these edges, and collect a random sample of 5000 of these nodes.

Figure 4.4 plots the resistance versus defense edges, averaged over 5 runs. We make the following observations. First, the resistance of gullible and traitor nodes is much higher than that of winner nodes. This enables one to differentiate winner nodes from gullible and traitor nodes with a high probability. In 3 out of the 6 datasets, it is possible to consistently distinguish the three types of nodes, and in 2 other it is possible to distinguish winner and traitor nodes. Second, the resistance of all nodes increase as the number of negative edges increase. Traitor nodes in particular, and gullible nodes to some extent, gain higher resistance when more honest nodes are vigilant. Third, the resistance of gullible nodes is less than that of traitor nodes, suggesting that the paths along positive edges corresponding to each negative edge are constrained by traitor nodes more than by gullible ones. This is because the number of traitor nodes is typically lesser than the number of gullible nodes.

Resilience to Negative Edges in Honest Region

We now add negative edges among honest nodes, in addition to negative edges between honest- and Sybil regions. In this experiment, we keep the defense edges fixed (20% N).

Figure 4.5 plots the resistance as we vary the number of negative edges among honest nodes. We draw the following conclusions. First, the resistance of traitor nodes still remains higher than that of winner and gullible nodes, even after including (10% N) half the number of defense edges. This shows the resilience of our method to negative edges among honest nodes. Second, as expected, the resistance of winner nodes is higher in this experiment than the previous one (see Fig. 4.4), albeit much lesser than that of gullible and traitor nodes. Third, the resistance of gullible nodes is comparable or higher than that of the traitor nodes only in a few cases (e.g., Flickr and Digg). This is not a major concern since our main aim to reduce to the flow across these high resistance nodes, be they traitors or gullible.

4.4.2 Attack Capability

We examine the robustness of the vote limiter mechanism by varying the number of defense edges. Figure 4.6 plots the attack capability versus defense edges. The attack capability is 1 when there are no defense edges, like the scenario of SumUp when the vote collector has no distrust relationships. Our method reduces the attack capability by nearly 80% taking into account defense edges, one each from only a quarter of all honest users, indicating the resilience of our mechanism to Sybil attack. Furthermore, the attack capability decreases
Figure 4.4: [Box-and-whisker plot] Resistance of winner, gullible, and traitor nodes as the negative edges between honest- and Sybil regions increase. Notice that the vertical axis is in log-scale, and its measure is Resistance+1, instead of Resistance. So as to avoid plotting logarithm of Resistance=0. Also, note that Resistance+1=1 for winner nodes in some cases is represented by a small vertical line. Indicating all winner nodes plotted for this sample have Resistance=0.
as defense edges increase, implying that the more vigilant honest nodes the fewer the fake votes collected from Sybil identities.

Let us now consider the scenario of Digg as an example, where we report values averaged over 5 runs. When the traitor nodes constitute $3\% N = 16,264$, the number of attack edges and thus the number of Sybil voters is $e_A = 221,073$. As a result, the number of fake votes collected is equal to $e_A$, when there are no defense edges ($e_D = 0\% N$). By using $e_D = 25\% N$ defense edges, our mechanism limits the number of fake votes collected by nodes in the honest region to $15\% * e_A = 34,405$, which is nearly double the number of traitors. When $e_D = 100\% N$, fake votes collected by honest nodes is $6\% * e_A = 15,029$, which is similar to the number of the traitor nodes. We note that the number of collected fake votes can be reduced further by a method that decreases the effective capacity more ‘aggressively’ than the one used in this chapter (refer to Sec. 4.3.3).

4.4.3 Scalability

We examine the scalability of the two building blocks of the resistance network: backbone and pathfinder algorithm. We perform our experiments on an HP commodity laptop with Intel Core i7 1.6GHz processor and 4GB RAM running Windows 7. The code is written using the SNAP library [8], and compiled as a single-threaded Visual C++ application.

The left-half of Table 4.2 shows the computation times of the backbone using Expander Sampling (XSN) technique as we increase the sample size, averaged over 5 runs. Our dynamic programming-based implementation of XSN is observed to scale to large networks. Even a sample size of 5% in a 1.6-million node network of Flickr takes less than 20 seconds. A 3-million node network of Facebook takes just over a minute to sample over 150,000 nodes for the backbone, whose expansion quality is close to 1 (Fig. 4.3) implying that every node is nearly just a hop away from the backbone. Although the backbone is not likely to change frequently, the system designers can choose to compute it periodically at a very low cost.

The right-half of Table 4.2 shows the average query times and path lengths for the pathfinder algorithm based on 1-million queries of random node-pairs. We make the following observations. First, the average query time in these large networks is less than 1-millisecond, even for a 3-million node Facebook network. Second, as expected, finding a path takes longer time as the graph size increases in general. However, the average query time on Facebook network is faster than that on Flickr even though the latter network is half the size of the former. The main reason is that the expansion quality of Facebook is much higher for the same sample size percentage than that of Flickr (Fig. 4.3), which allows better searching capability.
Table 4.2: Scalability of backbone construction (in seconds) and pathfinder algorithm (in $\mu$ seconds).

<table>
<thead>
<tr>
<th>OSM</th>
<th>1%</th>
<th>3%</th>
<th>5%</th>
<th>$\mu$s/Query</th>
<th>Avg Path Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epinions</td>
<td>0.262</td>
<td>0.324</td>
<td>0.377</td>
<td>89</td>
<td>6.773</td>
</tr>
<tr>
<td>Slashdot</td>
<td>0.418</td>
<td>0.496</td>
<td>0.561</td>
<td>104</td>
<td>7.460</td>
</tr>
<tr>
<td>Digg</td>
<td>3.160</td>
<td>3.887</td>
<td>5.257</td>
<td>320</td>
<td>6.656</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.378</td>
<td>5.447</td>
<td>9.032</td>
<td>409</td>
<td>7.804</td>
</tr>
<tr>
<td>Flickr</td>
<td>10.127</td>
<td>13.440</td>
<td>18.202</td>
<td>734</td>
<td>7.413</td>
</tr>
<tr>
<td>Facebook</td>
<td>38.394</td>
<td>49.339</td>
<td>70.499</td>
<td>505</td>
<td>13.680</td>
</tr>
</tbody>
</table>

4.5 Discussion

Our study opens scope for improvements in existing systems (the top three points below) as well as research in multiple directions (the rest), some of which we discuss here.

**Vote envelope creation:** Creating the vote envelope around a given vote collector is not the main focus in this chapter. Based on our method, a natural extension for envelope creation is to consider both minimal expansion and the resistance network. Starting from the vote collector in the sample $S$ representing vote envelope, at each step, we add a node $v \in N(S)$ in $S$’s neighborhood to $S$ such that it minimizes (i) the expansion of the updated $S$, thus reducing the bias toward high-degree nodes, and (ii) the resistance of the updated $S$, thereby including nodes with low resistance.

**Decentralized setting:** While our method was discussed in a centralized setting in this chapter, we believe that it can also be extended to distributed systems. The relationship between a node and its blacklist containing other nodes that have acted maliciously in the past can be viewed as a defense edge in our context. One can incorporate such defense edges, for instance, in an existing social network-based Sybil-resilient DHT system such as Whanau [65], in order to further improve its robustness. In Whanau, as the number of attack edges increases, the number of messages required to find an authentic value for a given key also increases significantly. Failed lookups can be used as defense edges to further reduce (i) the ability of the adversaries to pollute the DHT routing tables, and (ii) the lookup times and network overhead to find an authentic key-value pair when there are many attack edges.

**Multiple-pair short path problem:** Our pathfinder algorithm, based on maximum expansion-based search [69, 70], shows promise in finding a path between any two nodes in a large network in an efficient manner. While the all-pair shortest-path problem is well studied, the usage of shortest paths in the real-world scenarios is not always desired. Nodes and edges on these shortest paths can get overloaded if paths of many simultaneous queries of node-pairs coincide on a few nodes and edges. Our algorithm offers an alternative particularly in the scenarios where the constraint of finding the shortest paths is less strict.
**Formal analysis**: Our study shows the feasibility of incorporating negative edges, not necessarily from the evaluating node, in the network to defend against Sybil attacks. A potential future work may explore the formal analysis of why our method performs considerably better than the state-of-art approach: SumUp. Extending this line of thought, can we build generic algorithms taking into account both trust and distrust against Sybil attacks?

**Privacy-preserving**: Most current SNSD schemes take into account all positive edges in the network for their robustness. Considering the promising results of our approach, a research question that naturally follows is: by incorporating defense edges, can a few positive links be hidden to preserve privacy and still attain a comparable performance to the a priori?

**Consequence of negative edges**: A downside of using negative edges is that it might antagonize the environment. Competing nodes for popularity, for instance, will use Sybil attacks and negative edges to reduce the ‘reputation’ of each other. A recent study [41] suggests the use of undirected negative edges instead of the directed ones so that it disincentivizes such ‘unethical’ behavior.

### 4.6 Conclusions

In the context of voting in online social media, this chapter leverages trust and distrust relationships to limit votes from Sybil identities. The fundamental rationale of our approach is that attack edges, gullible- and traitor nodes constrain the paths along positive edges between two endpoints of a defense edge. Based on this rationale, we first build a resistance network to identify such bottlenecks using negative edges, and then employ a vote limiter mechanism to limit the votes from Sybil identities whose paths to honest nodes pass through gullible and traitor nodes.

Our simulation results on large-scale OSM point to the feasibility and the scalability of this approach. Defense edges from a small fraction (10%) of vigilant nodes to Sybil identities are sufficient to differentiate the winner nodes from the gullible- and traitor nodes with a high probability. Our method is resilient to negative edges among honest users. The attack capability is around 0.2 in our method, compared to 1 in SumUp, which uses one defense edge each from a quarter of all honest users. Finally, the pathfinder algorithm on which our approach is based can find a path given any two nodes in large networks in less than a millisecond on a commodity laptop, showing that the resistance network can be built in a scalable fashion.
Figure 4.5: Resistance of winner, gullible, and traitor nodes as the negative edges among honest nodes increase.
Figure 4.6: [Best viewed in color.] Attack capability of Sybil identities as the defense edges increase.
Chapter 5

Distrust-based Sybil Detection

The ease of creating an account in an online social network (OSN) such as Facebook, Flickr, and YouTube has mixed results. On the upside, little effort to join the network has contributed to its massive growth. Any user can register within a matter of a few minutes, and form friendships, follow others, and upload content such as photos and videos at no cost. On the downside, an adversary may perform a Sybil attack [43], by creating multiple fake accounts cheaply with a malicious intent to disrupt the system.

Real-world OSNs have observed Sybil attacks in their networks. According to Facebook’s filings [16] in August 2012, 83 million illegitimate accounts were found in the social network out of its 955 million active accounts. Since Facebook’s major revenue comes from targeted advertising, such a large fraction of fake accounts can result in loss or reduced spending of advertisers, thereby harming their business. Regional OSNs such as Renren [102] and Tuenti [29] also experience such fake accounts. Link farming similar to web was found in Twitter [46] using fake accounts.

An attack of such magnitude necessitates OSNs to adopt a wide range of defense schemes. Challenge-response mechanisms such as Captchas typically limit the rate at which Sybil accounts are created. However, cheap crowd-sourcing techniques enable fast account creation. Machine-learning techniques such as SVM can classify whether an account is malicious or not based on its properties such as friendship request and accept frequencies and clustering coefficient. These techniques are effective in identifying Sybil accounts with behavior highly deviant from normal users. Nevertheless, a counter strategy by these accounts is to replicate the patterns of normal users which make it difficult for these techniques to differentiate honest users from malicious ones.

A large body of work leverages social networks by incorporating their properties such as inherent trust relationships among users and graph structure into the designs of social network-based Sybil defenses (SNSD) schemes [29, 40, 65, 84, 91, 92, 99, 104, 105]. Sybil-Rank [29] is the state-of-the-art Sybil detection scheme that was shown to outperform various other schemes in synthetic scenarios. It was also applied on a real-world OSN – Tuenti –
and helped identify many fake accounts. One of the limitations of SybilRank as well as most of the above schemes is its vulnerability to targeted attacks. To improve the effectiveness of these schemes, it is worthwhile to explore and exploit additional information in the system on top of the social network [103].

Inspired by the previous chapter, we adopt a similar approach to the more generic problem of Sybil detection in OSNs. We leverage trust and distrust relationships among users to first rank them on their trustworthiness and then differentiate honest users from Sybil identities based on the ranked list. We now provide an overview of our method. We model the system as a directed signed network, where positive and negative edges represent trust and distrust relationships, respectively. Similar to previous SNSD studies [29, 104, 105], we begin with an assumption that the trust relationships between honest users and Sybil identities (attack edges) are limited due to their requirement of high social engineering effort.

Our rationale is based on the one in the previous chapter: attack edges constrain the paths along positive edges between two endpoints of each negative edge. Based on this rationale, we proceed in two phases. First, we build a resistance network on top of the signed network such that each positive edge over which a path corresponding to a negative edge passes is annotated with the endpoints of the negative edge. Such annotations add accountability as to who initiated a negative edge. We also limit the number of such paths passing over a positive edge. This bounds the counter attack capability of the adversary who may want to initiate negative edges from Sybil nodes to honest nodes. Moreover, it addresses some of the limitations of the design of the resistance network in our previous chapter. Second, we adapt SybilRank to incorporate the resistance network to distribute trust in the network from a few seed nodes. Negative edges from honest nodes to Sybil nodes reduce the amount of trust to flow from the honest region to the Sybil region, enabling our method to differentiate honest and Sybil nodes with a high probability.

We perform our experiments on popular datasets used in previous SNSD studies [29, 77]. We first devise a targeted attack strategy based on eigenvector centrality [33] for the adversary. The state-of-the-art Sybil defenses perform worse than a naive defense under this attack, suggesting a big room for improvement in the robustness of such Sybil defenses. Under this attack, our method is seen to perform near-optimal when there is a growing negative feedback from honest users on Sybil identities: the more the distrust, the better the performance. Furthermore, our method is resilient to a counter attack strategy where Sybil nodes initiate negative edges toward honest users, provided honest users identify a few Sybils.

The rest of the chapter is organized as follows. Section 5.1 reviews various types of social network-based Sybil defenses. Section 5.2 briefly discusses the two inspirational studies that we use in our design. Section 5.3 defines the problem at hand, while Section 5.4 describes the method to address the challenges. Our evaluation is carried out in Section 5.5.
5.1 Related Work

Here we review the literature on SNSD schemes which can broadly be classified into following categories.

5.1.1 Sybil Detection Schemes

SybilGuard [105] is the seminal study in the field of Sybil defenses that leverage social networks and their properties (e.g., fast mixing) to counter Sybil attacks [43]. In SybilGuard, each node performs a random route of length \( w = \Theta(\sqrt{n \log n}) \). A verifier accepts a suspect if the former’s random route intersects with the latter’s. When the number of attack edges is \( g = O(\sqrt{n} / \log n) \), SybilGuard accepts at most \( O(\sqrt{n \log n}) \) Sybil nodes per attack edge with a high probability. SybilLimit [104] improves upon SybilGuard in that SybilLimit accepts at most \( O(\log n) \) Sybil nodes per attack edge with a high probability for \( g = O(n / \log n) \). In SybilLimit, each node performs \( r = O(\sqrt{m}) \) short random walks of length \( w = O(\log n) \), and gathers the knowledge of the final edge (tail) of each random walk. A verifier accepts a suspect if they both share a common tail.

Gatekeeper [91], with a strong assumption that the social network graph is a balanced expander-like network, accepts at most \( O(\log g) \) Sybil nodes per attack edge when \( g < O(n / \log n) \). In the worst case when \( g = O(n / \log n) \), both SybilLimit and Gatekeeper accept \( O(\log n) \) Sybil nodes per attack edge. Gatekeeper works by distributing \( O(n) \) tickets to the rest of the network in a breadth-first fashion from a few seed nodes. A verifier accepts those nodes that have received tickets above a threshold. We note that SybilGuard [105], SybilLimit [104], and Gatekeeper [91] were designed primarily for decentralized environment.

Schemes such as SybilInfer [40], SybilDefender [99], Latent community model [28] and SybilRank [29] leverage the knowledge of the entire social network in a centralized setting in order to identify Sybil nodes. SybilInfer [40] and Latent community model [28] use Bayesian inference techniques to differentiate honest nodes from Sybil ones. SybilDefender [99] proposes a scalable way to identify Sybil nodes as well as identify a Sybil community around a Sybil node. SybilRank [29] is the state-of-the-art approach which was shown to outperform many of the above Sybil detection schemes. We discuss more details on SybilRank in the Section 5.2.1.

A recent study [102] observed Sybils in Renren, a real-world OSN. The authors use an SVM classifier with features such as invitation frequency, incoming/outgoing friendship requests, and clustering coefficient to identify Sybils with a high probability. Such machine learning techniques are particularly useful to filter out identities with pattern behavior highly deviant from normal users. An obvious counter strategy for an adversary is to create multiple Sybil identities that mimic patterns of honest users and their network structure which keeps
them under the radar.

5.1.2 Sybil Tolerance Schemes

Sybil detection schemes [40, 65, 84, 91, 104, 105] solely depend on the graph structure to label nodes as Sybil or not. Although application-independent, these schemes run the risk of (i) false positives: an honest user is misclassified as a Sybil, thereby not granted any service, and (ii) false negatives: a Sybil is misclassified as a non-Sybil which may allow unwarranted and unlimited access.

Schemes such as Ostra [74], SumUp [92], and Bazaar [82] aim to limit the leverage of an attacker who may use multiple Sybil identities by exploiting both the graph structure and application-specific information. They employ maximum flow-based approaches to minimize the impact of Sybil nodes. In essence, these schemes limit the attack capability of an adversary based on its contribution to honest nodes. In this line of work, Viswanath et al. proposed Canal [96] that can perform maxflow-like computations in a scalable fashion.

Sybil tolerance schemes are highly suitable in scenarios such as online marketplaces and spam prevention in email systems where the cost of a bad transaction is heavy. However, applying such schemes in OSNs where a primary goal is to identify fake and malicious accounts and quarantine them is non-trivial.

5.1.3 Distrust-based Schemes

While all SNSD schemes use only trust relationships, only a few explored the distrust factor. MobId [84] and SumUp [92] incorporates negative feedback from the verifier alone to defend against Sybil attacks. Chapter 4 took a step further by leveraging distrust relationships between multiple honest users (not limited to the verifier) and Sybil nodes in order to limit the number of Sybil votes. Section 5.2.2 discusses more details. We note that Chapter 4 was a first investigation determining the feasibility of incorporating distrust for (application-specific) Sybil-tolerant voting. How the method can be applied to a more generic problem of defending against Sybil attacks was left as an open research question. We aim to address this challenge in this chapter.

5.2 Preliminaries

This section outlines two studies that inspire the problem definition and our system design. The first study is the state-of-the-art Sybil detection scheme: SybilRank [29]. The second study is our recent work [35] which leverages trust and distrust for limiting the attack capability of Sybil identities. In Section 5.4, we incorporate some of the lessons learned in the second study to improve the robustness of the Sybil detection scheme from the first study.
5.2.1 SybilRank

SybilRank [29] is the state-of-the-art Sybil detection scheme that has been shown to outperform previous popular Sybil defenses. SybilRank was also evaluated on a real-world online social network – Tuenti – and helped identifying a large number of fake accounts. The main rationale in SybilRank is that an early-terminated random walk [103] originating from an honest node has a higher degree-normalized landing probability to end at an honest node than at a Sybil node. Based on this rationale, SybilRank proceeds in the following three phases:

Propagating Trust

Given a few trusted seed nodes, SybilRank propagates trust from these nodes using power iteration. First, a total trust of $T_G > 0$ is assigned uniformly to $k > 0$ seed nodes, and zero trust to all other nodes. At each iteration, a node uniformly distributes its trust to its neighbors. Equally, this node gathers trust from its neighbors and the sum of the collected trust is the new trust for the node. Let $T^i(v)$ denote the trust value of a node $v$ after $i$ iterations.

$$T^i(v) = \sum_{(u,v) \in E} \frac{T^{(i-1)}(u)}{\deg(u)} \quad (5.1)$$

The power iteration is terminated after $O(\log n)$ steps, which is sufficient to reach a near-uniform distribution of degree-normalized trust over the honest region. At the same time, the amount of trust that escapes into the Sybil region is minimized due to limited attack edges. An analogous argument in SybilLimit [104] is that short random walks rarely escape into Sybil regions.

Ranking by Degree-normalized Trust

SybilRank computes degree-normalized trust for each node, after $w = O(\log n)$ iterations. The resultant score for a node $v$ is

$$\hat{T}_v = \frac{T^w(v)}{\deg(v)} \quad (5.2)$$

The authors argue that ranking the nodes by degree-normalized trust (i) reduces the bias toward high degree nodes, and (ii) limits Sybils ranked above honest nodes to $O(\log n)$ per attack edge.
Annotating the Ranked List

In the final phase, SybilRank annotates intervals in the ranked list which may have fake segments. Through manual inspection or additional information, these annotations enable OSNs to classify whether a node is Sybil or not.

5.2.2 Leveraging Trust and Distrust for Sybil-Tolerant Voting

Chapter 4 focused on the problem of voting on content items in online social media (OSM) under Sybil attack [43]. To address this challenge, both trust- and distrust relationships among users are leveraged to limit the votes collected from Sybil identities. We now briefly discuss the method and some of its limitations.

Approach Overview

The system is modeled as a signed network, where positive edges represent trust relationships that are inherent in the social network among users in OSM, and negative edges represent distrust relationships between honest users, who identify some of the spam content items, and the Sybil identities that promoted them. The fundamental rationale is that the attack edges constrain the paths along positive edges between the endpoints of each negative edge. This is because any path between an honest node and a Sybil node along positive edges passes through at least one attack edge. Based on this rationale, the method proceeds in two phases. First, a resistance network is built to identify such attack edges and their endpoints. Second, a vote limiter mechanism is used to limit the votes from Sybil identities whose paths to honest nodes along positive edges pass through the endpoints of attack edges. We now briefly describe the two phases.

Resistance Network

A resistance network $R$ is modeled as a weighted graph of $G^+$ where the weight of each edge is initially set to 0. For each negative edge $(i, j)$ in $G$, a path between $i$ and $j$ along positive edges is identified. For each edge on this path, the weight of the corresponding edge on $R$ is increased by 1. The resistance of an edge (a node) is then defined as the number of the number of paths corresponding to negative edges passing through it. Based on the above rationale, the expectation is that the attack edges and their endpoints would have higher resistance compared to other edges and nodes respectively.

Building the resistance network in a scalable fashion proceeds in two steps. In the first step, expansion sampling (XSN) [70] is used to construct a backbone of the network, which is a small connected subgraph comprising nodes that have high connectivity properties to the rest of the graph. In the second step, a path between two endpoints of each negative edge
in the graph is identified using this backbone, which is then used to update the resistance network.

**Vote Limiter**

The main aim of the vote limiter mechanism is to limit votes collected from Sybil identities. Each node is assigned a credit value such that, if its node degree is low or its resistance is high, then its credit is low. Each edge is assigned a credit of 1 unit. A vote from a voter is collected if there exists a distinct path from the voter to an honest node, with each node and edge on the path having credit greater than zero. When a vote is collected in this manner, the credit of each node and edge on this path is decreased by 1 unit. Since attack edges and their endpoints typically have high resistance, fewer Sybil votes are collected.

**Limitations**

We now discuss some of the limitations of the method. First, there are no bounds on the number of paths corresponding to negative edges that can pass through a node or an edge. This enables attackers to initiate as many negative edges as possible targeting honest users, thereby increasing the resistance of the honest region. Second, there is little accountability on who initiated a negative edge. Negative edges from nodes with poor reputation are valued the same as those from highly reputed nodes. Third, the method assumes the knowledge of all honest nodes. In realistic scenarios, the system designers may trust only a few honest nodes, and then infer whether any other given node is honest or Sybil.

### 5.3 Problem Statement

This section lays out our model, assumptions and goals for the rest of the chapter.

#### 5.3.1 System Model and Threat Model

We adopt system and attack models similar to those in previous SNSD studies [29,91,104,105]. The system consists of *n* honest nodes / identities, each representing a unique honest user. In addition, the system has one or more malicious attackers, each with one or more Sybil nodes / identities. All the Sybil nodes may collude with each other and simultaneously be controlled by an adversary.

There exists a directed signed social network (signed network, for short) $G$ among all nodes in the system. A trust relationship between any two nodes in the network is mutual, and thus denoted by two positive reciprocating (one in each direction) edges between them. The subgraph comprising all honest nodes is connected. The adversary may create arbitrary trust relationships among Sybil nodes. However, trust relationships (attack edges $g$) between
honest nodes and Sybil nodes are limited, since deceiving honest users to form friendships is non-trivial. Also, there exists a path along positive edges between any two nodes in the system. The adversary knows the entire social network.

If a node $P$ reports another node $Q$ as a fake account or for abuse, we consider such a relationship of distrust between the two nodes is not necessarily mutual. Hence, we denote such a relationship as a directed negative edge from the initiating node $P$ to the receiving node $Q$. Any node, be it honest or Sybil, can initiate a negative edge to another node in the system.

### 5.3.2 Assumptions

We make the following assumptions that influence our design. First, the social network graph is connected such that any two nodes can be reachable along positive edges. In other words, the subgraph $G^+$ comprising all nodes and their corresponding positive edges is a strongly connected component. Second, the number of attack edges is limited: $g = O(n/\log n)$. The adversary is able to trick only a few honest nodes. Third, creating new attack edges is difficult due to high social engineering cost, similar to the assumption previous SNSD schemes [65, 104, 105] make. Lastly, a negative edge exists only between an honest- and a Sybil node, since only Sybil nodes act maliciously. We relax this last assumption in our evaluation.

### 5.3.3 Goals

Our main goal in this paper is to improve the robustness of an existing Sybil detection scheme with minimal changes. The following are desired properties for our system design:

- **Effectiveness**: Sybil detection schemes aim to differentiate honest nodes from Sybil ones by essentially ranking each node [97]. Our system must rank honest nodes above Sybil nodes with a higher probability than the current schemes. At the same time, fewer honest nodes should be ranked below Sybil nodes.

- **Robustness**: The system must be robust to various attack strategies including targeted ones.

- **Complementary**: A current Sybil detection scheme must be able to incorporate our proposed design with little modification in order to improve its robustness.

### 5.4 System Design

This section describes our method to attain the above three-fold goals. We first discuss the approach of our method. Next, we describe how trust and distrust in the system can be
leveraged to build a generic framework using which an existing Sybil defense scheme can improve its robustness. Lastly, we show how such a framework can be incorporated into a state-of-the-art Sybil defense scheme: SybilRank.

5.4.1 Approach

Our rationale is based on the one in the previous chapter: attack edges constrain the paths along positive edges between two endpoints of each negative edge. This is because (i) any path between an honest node and a Sybil node along positive edges passes through at least one attack edge, and (ii) the number of attack edges is limited which is an assumption we make similar to previous SNSD schemes [29, 104, 105]. Based on this rationale, we proceed in two phases. First, we build a resistance network on top of the signed network such that each positive edge over which a path corresponding to a negative edge passes is annotated with the endpoints of the negative edge. Second, we adapt SybilRank to incorporate the resistance network while distributing trust in the network from a few seed nodes. Negative edges from honest nodes to Sybil nodes (defense edges) reduce the amount of trust to flow from the honest region to the Sybil region, resulting in low trust scores of Sybil nodes. This enables our method to differentiate honest and Sybil nodes with a high probability.

5.4.2 Resistance Network

A resistance network $R$ is built on top of the directed graph $G^+$ with all nodes and positive edges in the system. For each directed negative edge $(p, q)$, we find a path along positive edges from $p$ to $q$. Each directed positive edge $(u, v)$ on this path is then annotated with $(p, q)$. Over time, the positive edge $(u, v)$ on the resistance network would be annotated with a list of both endpoints of each directed negative edge whose corresponding path along positive edges passes through the edge $(u, v)$. Such annotations add accountability as to who initiated a negative edge. In contrast, our previous design of the resistance network (refer to Chapter 4) does not take into account the initiator of negative edges, and hence vulnerable to treating negative edges from highly reputed nodes as same as that of poorly reputed ones.

We limit the number of paths passing over a positive edge in the resistance network. This bounds the counter attack capability of the adversary who may want to initiate as many negative edges from Sybil nodes to honest nodes as possible. A consequence of applying bounds on links is that paths corresponding to new negative edges cannot pass through a positive edge whose quota is filled. To address this issue, we replace a negative edge from the annotated list only if its initiator is less reputed than that of the new negative edge. We note that the reputation of a node can be computed using any trust scheme.

For scalability, we compute the resistance network using the strategy from the previous chapter (also discussed in Sec. 5.2.2). Since paths along positive edges corresponding to a
negative edge pass more often on the backbone than the rest of the network, we choose a higher bound on the number of paths passing through backbone links than the rest.

5.4.3 Incorporating Distrust into SybilRank

We now describe how distrust can be incorporated to improve the robustness of SybilRank with minimal changes. Similar to SybilRank, we begin with a total trust of $T_G > 0$ uniformly distributed among $k$ seeds and zero trust among other nodes. At each iteration $i$, a node $u$ performs the following. First, the node computes its degree-normalized trust: $T^{(i-1)}(u)/\text{deg}(u)$. Second, the node $u$ counts the number of paths $p$ corresponding to negative edges passing through the directed edge $(u, v)$. We define $\beta(u, v) = p/2$ if the edge $(u, v)$ is in the backbone; otherwise $\beta(u, v) = p$. Third, the node $u$ distributes to its neighbor $v$ a trust of $T^{(i-1)}(u) \ast \alpha \beta(u,v)/\text{deg}(u)$, where $\alpha \in (0, 1)$ is a dampening factor. If the edge $(u, v)$ has no paths passing through it (i.e., $\beta(u, v) = 0$), the amount of trust $v$ receives from $u$ is $T^{(i-1)}(u)/\text{deg}(u)$, the same as in SybilRank. However, if one or more paths pass through the edge, $u$ distributes only a partial amount of the degree-normalized trust to $v$. Finally, the amount of trust that $u$ does not distribute to its neighbors is retained by $u$. This ensures that the trust in the system is conserved and thus the total amount of trust of all nodes remains $T_G$. The trust of a node $v$ after $i$ iterations is:

$$T^{(i)}(v) = \sum_{(u,v) \in E} \frac{T^{(i-1)}(u) \ast \alpha \beta(u,v)}{\text{deg}(u)} + T^{(i-1)}(v) - \sum_{(v,x) \in E} \frac{T^{(i-1)}(v) \ast \alpha \beta(v,x)}{\text{deg}(v)}$$  (5.3)

The first line in the above equation refers to the trust a node $v$ receives from its neighbors, and the second line refers to the trust retained by $v$ for the next iteration. Notice that if there are no negative edges in the network (i.e., $\beta(u, v) = 0$ for any node pair), the amount of trust $T^{(i)}(v)$ is the same as in the SybilRank scenario. The more the negative edges entering $v$ (high $\beta(u,v) > 0$), the lower $v$’s trust. The more the negative edges leaving $v$ (high $\beta(v,x) > 0$), the more trust $v$ retains.

5.5 Experiments

5.5.1 Setup

We employ an experimental setup similar to that in SybilRank.
Table 5.1: Network Properties. Key: $|V|$ = nodes, $|E|$ = edges, $\delta$ = effective diameter, $CC$ = clustering coefficient.

| Network       | $|V|$ | $|E|$   | $CC$ | $\delta$ |
|---------------|------|--------|------|----------|
| AstroPhysics  | 10,000 | 71,425 | 0.55 | 6.3      |
| Slashdot      | 10,000 | 122,933| 0.05 | 4.8      |
| Facebook      | 10,000 | 52,564 | 0.16 | 6.4      |
| Epinions      | 10,000 | 39,430 | 0.10 | 6.8      |

Datasets

We perform our experiments on some of the popular social network datasets used in SNSD studies [29, 77, 97]. Since some of these networks are directed in nature, we derive an undirected subgraph from the original graph such that each edge in the subgraph denotes two reciprocating edges in the original graph [78]. From the largest connected component of this subgraph, we in turn obtain a 10,000-node representative sample [71]. Table 5.1 summarizes network properties of these sample graphs.

Attack Model

For the Sybil region, we create five 1K-node regular random graphs with an average degree of 4. Attack edges connect honest and Sybil regions. The placement of these attack edges, in the sense that which honest nodes are tricked into forming trust relationships, depends on the strategy and the capability of an adversary and the gullibility of honest nodes.

Metrics

As argued by Viswanath et al. [97], SNSD schemes essentially assign trust scores to each node in the network and then rank them. To measure the accuracy of such a scheme at differentiating honest and Sybil nodes in the ranked list, we use the metric Area under Receiver Operating Characteristic (ROC) curve or $A'$ [45]. This metric represents the probability that an honest node is ranked higher than a Sybil one. $A' = 1$ indicates perfect ranking, while $A' = 0.5$ represents random ranking. To compute AUC, we randomly sample 500 honest nodes and 500 Sybil nodes in the network.

Experimental Settings

We assume the above 10K-node network as the honest region, and 10 random nodes in this region as seeds. We set the dampening factor $\alpha = 0.1$ since larger values of $\alpha$ result in more trust flowing into the Sybil region, as we show later in this section. The link bound is set
to 10, while the backbone link bound is set to 100. The results in the experiments in this section are averaged over 100 runs.

5.5.2 Centrality Attack

In this experiment, we examine how state-of-the-art trust schemes – SybilRank [29], Gatekeeper [91], and EigenTrust [57] – fare when a targeted attack is performed. SybilRank and Gatekeeper are top Sybil detection schemes in centralized and decentralized settings, respectively, while EigenTrust is the most well-known reputation algorithm that uses a power iteration method similar to SybilRank. We note here that, although SybilRank uses the degree-normalized trust scores (refer to Eq. 5.2) for final ranking, we nevertheless include the unnormalized trust scores (Eq. 5.1) for ranking as well.

We apply the centrality attack strategy inspired from Chapter 3 [33]. An adversary gathers the knowledge of the whole of the honest region as well as the seed nodes. Next, the adversary computes eigenvector centrality [23] personalized with respect to the seed nodes. The placement of attack edges is then targeted towards top-k ranked honest nodes at random. The number of attack edges is set to 1000 ($\approx O(n/\log n)$).

Figure 5.1 plots the performance of various schemes when the top-k ranked nodes are tricked into forming attack edges. The performance of each scheme degrades significantly with targeting higher ranked nodes. The performance is worse than random ranking (AUC=0.5) when top-1000 nodes are targeted for 3 out of 4 networks. Better performance for Slashdot can be attributed to its higher average degree. Among all schemes across most datasets, the unnormalized version of SybilRank performs better when top-1000 ranked nodes are targeted, while the normalized version of SybilRank performs worse than both Gatekeeper and EigenTrust. However, the former and the latter have similar performance when attack edges are targeted at random. This shows that the normalization step in the original SybilRank study [29] may not be necessary and sometimes even counter-productive against centrality attack.

In the rest of the section, we use a threat model of 1000 attack edges and centrality attack strategy on the top-500 ranked nodes. Notice that under this attack scenario, the performance of all schemes is worse than random ranking (AUC < 0.5) in AstroPhysics, Epinions, and Facebook and marginally better in Slashdot (AUC < 0.75). This presents a big room for improvement in the robustness of a defense scheme.

5.5.3 Defense Edges

In this experiment, we add negative edges from honest nodes to Sybil nodes. We assume paths along positive edges corresponding to these negative edges pass uniformly across all attack edges. We use the unnormalized version of SybilRank to compute reputations of
nodes for the replacement scenario when the annotated list on an edge reaches its bound and a new negative edge path is considered.

Figure 5.2 plots the performance of our method versus the number of negative edges from honest nodes to Sybil nodes (defense edges). The performance drastically improves with only 5000 defense edges, which is essentially equivalent to one out of every two honest nodes identifying a Sybil node. With more defense edges, the performance is near-optimal with AUC close to 1. However, the additional gains are modest.

### 5.5.4 Adding Sybil-to-Honest Negative Edges

In this experiment, we add negative edges from Sybil nodes to honest nodes alongside defense edges. Figure 5.3 plots the performance versus the number of negative edges from Sybil nodes to honest nodes, with various defense edges’ scenarios. The performance decreases with increase in negative edges from Sybils; yet, the performance is much higher than the unnormalized SybilRank. With more defense edges, the performance only degrades marginally even with large number of negative edges from Sybils. For instance, with as few as 2500 defense edges against 150,000 counter attack edges, our method performs much better than the unnormalized version of SybilRank. This indicates that, despite negative edges from Sybils to honest nodes, the defense edges originating from honest nodes is vital for high performance.
Figure 5.2: Varying the defense edges.

Figure 5.3: Varying counter attack edges.
5.5.5 Sensitivity to $\alpha$

We now focus on the parameter sensitivity to dampening factor $\alpha$. Figure 5.4 plots the performance versus $\alpha$, when the number of defense edges is 5000 and negative edges from Sybil nodes to honest ones is 10000. The larger the value of $\alpha$, the worse the performance. This is because higher $\alpha$ allows more trust to flow into Sybil region when compared to lower $\alpha$, even with same number of defense edges. Hence, lower $\alpha$ values are preferable for our scenarios.

5.5.6 Varying Link Bounds

Figure 5.5 plots the performance versus the link bound, while varying the backbone link bound. With increases in backbone link bounds greater than 50 and link bounds greater than 5, the performance either remains same or increases marginally. For low values of backbone link bound, the performance is both poor and less predictable. Hence, our settings of backbone link bound of 100 and link bound of 10 for the above experiments proved to be a reasonable choice.

5.6 Conclusion

This chapter tackles the problem of malicious Sybil accounts in OSNs. We describe how trust and distrust in the social network among users can be leveraged to build a generic
framework, using which an existing social network-based Sybil defense scheme can improve its robustness. We show how such a framework can be incorporated into a state-of-the-art Sybil detection scheme – SybilRank [29] – with minimal changes. Our evaluation on OSN datasets show that our method significantly outperforms SybilRank even under targeted attacks.
Chapter 6

Social Networks Meet Distributed Systems

There is a growing notion in the research community that online social networks (OSNs) and distributed systems complement each other in their respective challenges. OSNs such as Facebook and Twitter, despite their widespread adoption, are increasingly facing privacy concerns among many users. To address these concerns, multiple research initiatives [26, 39, 51] propose decentralized architectures for OSNs where users have complete ownership/rights of their own data, and their activity is not tracked easily. Distributed systems such as Chord and BitTorrent, on the other hand, are vulnerable to Byzantine failures and Sybil attacks [43]. Recent studies propose leveraging the trust inherent among users in OSNs to improve the robustness of such systems. A plausible argument – creating new trust relationships is expensive due to high social engineering costs – inspired the designs of generic decentralized Sybil defenses such as SybilGuard [105], SybilLimit [104], and Gatekeeper [91], as well as Sybil-resilient systems such as Whanau [65]. Another trend is the use of social networks to build privacy-preserving applications: secure lookup services such as X-Vine [75] and private data sharing systems such as OneSwarm [50].

At the heart of such systems, there exists a distributed overlay network constructed out of trust relationships of the social network among users. Each user is typically “bootstrapped” into the system from an OSN (e.g. Facebook). A common, though not explicitly stated, assumption in these studies is that the social network graph in the distributed environment would resemble its centralized counterpart. Further, we note that all major studies in this field used OSN datasets. We argue that not all users in an OSN might adopt the distributed system due to various reasons such as privacy concerns or lack of interest. The resultant distributed social graph could have different characteristics compared to its centralized version. As a consequence, the assumptions fundamental to these systems are potentially weakened.

Designing a practical social network-based distributed system requires the understanding of the characteristics of an operational distributed social network. With such a design...
goal in mind, we study various properties of Yahoo! Instant Messenger (YIM) which is a distributed social network in the wild used by millions of users. We make the following observations from the network. First, the YIM social network graph exhibits fast mixing property, which makes it suitable for Sybil defenses such as SybilLimit [104] and Whanau [65]. Second, only 5% to 15% of all users are online at any instance in a day, with most users having very short sessions, indicating the heavy churn in the network. Third, there is a strong correlation between the number of friends a user has, her online time, and activity in the network.

We examine the implications of these properties on social network-based distributed systems particularly from an overlay perspective. More specifically, we look at the impact of heavy churn on the connectivity of the trust overlay network. Our analysis on the Yahoo social network graph reveals that the overlay disintegrates into multiple disconnected components under a churn of 85% to 95% as observed in the Yahoo network. Moreover, a node remains disconnected nearly all the time under such a high and realistic churn. This insight motivates the need for a new design that improves the connectivity of the network to handle heavy churn.

We explore a straw-man solution to address this problem of connectivity. We find that leveraging all trust relationships from the two-hop neighborhood nodes – friends of friends – of each user significantly improves the connectivity compared to its one-hop counterpart even under heavy churn. However, our analysis also shows that the consequence of exploring the two-hop neighborhood in order to improve the connectivity makes the system vulnerable to an attack of an order of magnitude greater than a simple one-hop solution.

In this chapter, we explore a new design point in this tradeoff between network connectivity and attack resilience. Our main goal in this chapter is to improve the connectivity of the network under heavy churn while incurring a marginal security cost. The fundamental rationale of our approach is two-fold: (i) connecting to nodes contributing to greater expansion improves the network connectivity, and (ii) connecting to nodes contributing to lower conductance improves the attack resilience. We propose an adaptive 2-hop method that only adds a few specifically selected two-hop neighbors that contribute to higher expansion and lower conductance. Adding only a few extra edges on top of the (direct) social network reduces the attack capability of an adversary.

We evaluate our method based on the traces of the YIM network under a variety of trying conditions. Our investigation of the tradeoff between network connectivity and attack resilience reveals that our method significantly improves the network connectivity even under heavy churn by the addition of a very few select nodes (less than 5) at the cost of a modest increase in the attack capability of the adversary. Our method is also seen to be resilient to heavy churn with a performance comparable to the above straw-man solution under various scenarios: (i) steady state where the number of nodes that join the network is equal to the number of nodes that leave, (ii) flashcrowd where joining nodes exceed leaving
nodes resulting in a rapidly growing network, and (iii) recession where more nodes leave the system than the joining ones.

In the wide spectrum of the straw-man solution providing strong network connectivity under heavy churn and the one-hop solution providing strong attack resilience, our adaptive 2-hop method fills an important point in this design space making it significantly more robust to heavy churn than one-hop solution and with a modest attack resilience.

We now describe the outline of the chapter. Section 6.1 presents the details of an operational distributed social network. Section 6.2 examines the implications of the properties of a distributed social network, from an overlay perspective. Section 6.3 explores a straw-man solution to improving the network connectivity and its consequences. We propose our method in Section 6.4 to improve network connectivity at a low cost. Section 6.5 describes the evaluation of our method. Section 6.6 review the literature in this field.

6.1 A Distributed Social Network

Yahoo! Instant Messenger (YIM) is an instant messaging client used by millions of users everyday. A typical user first installs the YIM client on her desktop, and then adds friends and acquaintances who are also using YIM as ‘contacts’ in order to chat with them. This whole ecosystem of YIM users in a decentralized setting and their friendship relationships can essentially be viewed as an operational distributed social network. This section examines various characteristics of this network, particularly with an aim to help build practical trust overlays.

6.1.1 Datasets

We obtained three datasets through the Yahoo! Webscope program which describe: (i) the social network relations among users [11], (ii) how users communicate with each other over a month [13], and (iii) how active they are during a day [12]. These datasets are completely independent of each other in the sense that users across datasets are not common. Since all the datasets belong to the same network, we believe that we can draw reasonable inferences of the system as a whole.

Social Network

The Yahoo! Instant Messenger friends connectivity graph dataset [11] contains a sample of the YIM ‘friends graph’ from 2003. A node in this graph represents a YIM user, while an edge denotes the contact between two users. This contact can be interpreted as a friendship or a trust relationship between the two users. This undirected graph contains 1,878,736 nodes and 4,079,161 edges, and it is connected. In this chapter, for simplicity, we study the
properties of a representative subgraph (100K nodes) of the original graph which we derived using the expansion sampling (XS) technique [71].

**Interaction Network**

The Yahoo! Messenger user communication pattern dataset [13] captures the knowledge of who-messaged-whom among 100,000 users from 5649 zip codes every day from April 1 to 28, 2008. In each day, only the first communication between two users from a unique locale is logged: \((u_1, z_1, u_2, z_2, t)\), where \(u_i\) is a user in the zip code \(z_i\) at time \(t\). If the sender sends another IM in the day to the same receiver from the same sender zip code, the event is not logged. However, if either the receiver’s or the sender’s zip code changes, the event of the first subsequent IM is recorded.

We model the communications between users as an undirected unweighted graph which we refer to as interaction network [94]. A node in this graph represents a YIM user, while an edge denotes one or more messages sent between two users. In this chapter, we study the properties of the largest connected component of the interaction network which contains 81,219 nodes and 265,359 edges.

**Protocol Events**

The Yahoo! Messenger Client-to-Server protocol events dataset [12] contains events logged by 4,665,328 unique users in a 24-hour period in June 2010. This dataset also contains message events on who-messaged-whom at what time, but only during a day. Around 200 protocol events such as, ‘logging in’, ‘sending IM’, ‘accepting buddy invite’, ‘sending files’ are recorded with the associated timestamp and anonymous userid(s). However, the type of an event is not recorded.

**6.1.2 Graph Structure**

We examine the graph structure of the social- and interaction networks of Yahoo in comparison with those of Facebook, de facto standard OSN used in previous works [75,77], to better understand the topological differences between a distributed social network and an OSN. The main property we are interested here is the mixing time [76] of the network: a property upon which current works on robust and secure social network-based distributed systems [65,75,104,105] rely for their effectiveness. We also note that fast mixing time of a graph indicates its expander-like properties [38]. To the best of our knowledge, ours is the first work in this field to study the mixing property of an operational distributed social network.

We compute the mixing times for all the networks, whose properties are summarized in Table 6.1 using the same methodology as [77]. Specifically, given an initial distribution \(\pi^{(i)}\)
at node $i$ and transition matrix $P^{(0)}$ which is the adjacency matrix with normalized rows, we compute the total variation distance $|\pi - \pi^{(i)} P^{(t)}|_1$ at each step (random walk length) $t$ where $\pi$ is the stationary distribution. The speed with which the total variation distance decays is an indicator of the fast mixing property of the network.

Figure 6.1 plots the total variation distance versus the walk length, averaged over 1000 initial distributions. The mixing times of social network graphs of Yahoo and Facebook converge to stationary distribution in the order of $O(\log |V|)$, within a total variation distance of 0.2 indicating ‘fast’ mixing times. However, interaction networks of Facebook and particularly Yahoo are relatively ‘slow’ mixing. This result suggests that interaction networks exhibit stronger community structure in comparison to the corresponding social networks, which is consistent with a previous study on a Facebook network [100].
6.1.3 System Dynamics

Our dataset does not contain explicit information about the begin and end times of user sessions. To circumvent this limitation, we infer sessions based on user inactivity. As it is known that the keep alive messages have a periodicity of one hour in YIM [54], we consider that if a user sends at least one message in the n-th hour of the trace but not in the (n+1)-th hour, this user has a session ending in the (n+1)-th hour. The possible side effect of this heuristic is that in some situations where a user goes offline and comes back online in less than an hour, the two sessions will be considered as a contiguous one. Nevertheless, our analyses in this work are not concerned with the number of sessions a user has, or with very-short-term dynamics. Therefore, the expected effect of considering these two sessions as one is very limited. With this assumption in mind, we next study the dynamics of YIM clients.

Figure 6.2(a) shows the average percentage of users who are online during a particular hour with respect to all the users who are online at any instant during the 24-hour period. The analysis of the 24-hour period can be divided into 4 parts. First, from 4 AM to 9 AM, we see a flashcrowd of users joining the network with 4% of online users at 4 AM to 15% at 9 AM. Second, from 9 AM to 4 PM, nearly 15% of users are online every hour with a marginal drop at 2 PM which may be due to users having lunch during this period. Third, from 4 PM to 9 PM, online users reduce to 13% at 6-7 PM and increase back to 15% at 9 PM. This drop may be due to users leaving for their homes and having dinner, while the rise is perhaps post-dinner online time. Fourth, from 9 PM to 4 AM, online users drop from 15% at 9 PM to 4% at 4 AM.

Figure 6.2(b) plots the average percentage of users online in the previous hour continue to be online in the current hour. From 10 AM to midnight, nearly 40% of users are observed in subsequent hourly time intervals. This shows that users are often online for more than an hour during daytime. Similar to the pattern of online users each hour, late night sees a sharp drop in users being online across each hour with nearly 20% of them being common from 5 AM at 6 AM. In the morning until 10 AM, online users transitioning from one hour to the next increases to about 40%.

Figure 6.2(c) plots the percentage of users observed in k hourly time intervals. About half of all users are seen only in one time interval and nearly 90% of all users are observed in 5 or fewer time intervals, while less than 5% of all users are seen in 10 or more time intervals. This shows that user sessions typically last less than an hour. Such session times are comparable to those in other P2P systems [90].

Figure 6.3(a) plots the number of messages sent by a user versus her online time. As expected, the longer a user is online, the more messages she sends. However, users who are online for more than 20 hours send fewer messages. We suspect that such users may keep their clients running nearly all day while only occasionally chatting with others.
Figure 6.2: Hourly dynamics and user sessions.
We examine the relationship between user activity and friendships over a period of one month. Figure 6.3(b) plots the number of messages sent by a user versus the number of her friends. The more the friends, the more the messages a user sends. Figure 6.3(c) plots the number of unique days a user has been online in that month versus the number of her friends. The more the friends, the more time a user is online. Users with friends greater than 100 are few, which explains the scattered points on the rightmost part of the figure.

6.1.4 Summary

We now summarize our findings and discuss their implications:

- Yahoo’s social network graph, unlike its interaction network, exhibits fast mixing property, which makes it suitable for Sybil defenses such as SybilGuard [105], Sybil-Limit [104] and Whanau [65] in a decentralized environment.

- Percentage of all users online during a 24-hour period hits a peak of 15% during the daytime and a bottom of nearly 5% during late night. This suggests that (i) there are only a small fraction of all users are online at any instance, and (ii) the online pattern follows a non-stationary distribution.

- Almost 50% (90%) of all users are observed for less than 1 hour (5 hours) in a day. This indicates that most users are online for a short period.

- Nearly 20%-45% of users observed in one hour are also online in the next hour. This means that, although the online activity is dynamic as a whole, there exists a small fraction of users contiguous across one hour to the next.

- The more friends a user has, the more time she spends online and the more messages she sends. This shows that there is a strong correlation between the number of friends a user has, her online time and activity.

6.2 Effect of Churn on a Trust Overlay

Connectivity is a fundamental requisite for the proper functioning of social network-based distributed systems such as Whanau [65], X-Vine [75], and OneSwarm [50]. In such systems, users are connected by a trust overlay network which is constructed out of the social network relationships among users. The underlying rationale is that a link between two nodes in a trust overlay network is more secure and robust than the one between two mutually unknown nodes in systems such as Kademlia and BitTorrent. Based on this rationale, all their operations such as lookups and data transfer are performed on top of the overlay network, ensuring system performance.
Figure 6.3: Relationship between user activity, friendships, and online time.
Table 6.2: Distributed systems built on OSNs.

<table>
<thead>
<tr>
<th>Topic</th>
<th>System</th>
<th>Dataset(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sybil defense</td>
<td>SybilLimit [104]</td>
<td>Friendster, LiveJournal, DBLP</td>
</tr>
<tr>
<td></td>
<td>Gatekeeper [91]</td>
<td>YouTube, Digg</td>
</tr>
<tr>
<td></td>
<td>Whanau [65]</td>
<td>Flickr, LiveJournal, YouTube, DBLP</td>
</tr>
<tr>
<td>Privacy</td>
<td>X-Vine [75]</td>
<td>Facebook</td>
</tr>
<tr>
<td></td>
<td>OneSwarm [50]</td>
<td>last.fm</td>
</tr>
</tbody>
</table>

The performance of these systems, however, has not been evaluated under realistic churn rates. Studies such as SybilGuard [105], SybilLimit [104], and OneSwarm [50] have little explored how churn affects their performance. Other systems such as Whanau [65] and X-Vine [75] were put to test with a worst-case churn rate of 20%, i.e., 80% of all nodes are online at that moment. In contrast, our previous section shows that only 5%-15% of all nodes are online at any instance, which is equivalent to a churn rate of 85% to 95%, in an operational system. Moreover, all majors studies in this field used OSN datasets for their evaluation, as summarized in Table 6.2. In addition, the average degree in OSN datasets used in these studies is typically much higher than that of a distributed social network (Yahoo) which we observed in the previous section.

A natural question follows: what is the impact of high churn rates and low average degree in a distributed social network on the connectivity of its trust overlay network? We now examine their impact on the connectivity of the social network graph of Yahoo, in comparison with that of Facebook. We begin with a fully connected graph comprising all \( n \) nodes. Next, for a churn rate \( c \), we select \((1 - c) \times n\) nodes as being online each with a probability proportional to the power \( \gamma \) of its node degree. Notice that \( \gamma = 0 \) implies that each node has an equal probability of being online regardless of its degree. Larger \( \gamma \) values indicate that larger degree nodes tend to remain online longer than lower degree nodes. Finally, the rest \( c \times n \) nodes are considered offline and hence removed from the graph. In order to measure the connectivity of the online nodes, we define the disconnection probability as the difference of 1 and the ratio of the size of largest connected component of the graph and the graph size. The fewer the nodes in the largest connected component with relative to all online nodes, the greater the disconnection probability.

Figure 6.4 plots the disconnection probability versus the churn rate for Yahoo and Facebook social network datasets, with varying \( \gamma \). Disconnection probability grows with churn rate, indicating greater proportion of online nodes being disconnected from the largest connected component when more nodes are offline. Disconnection probability, however, grows at a much lesser rate with higher \( \gamma \) values. When larger degree nodes are online more often than the low degree nodes, the graph is connected to a greater extent. For instance, at churn...
rate $c = 0.9$, the probability that a random online node in the Yahoo network is disconnected from the largest connected component is around 0.5 when $\gamma = 1$. Almost every node in the Yahoo network is disconnected at this churn rate when $\gamma = 0$. In contrast, the resilience to disconnection in Facebook is much higher than in Yahoo. At a churn rate of $c = 0.95$ and $\gamma = 1$, the disconnection probability of a Facebook node is about 0.1 compared to 0.7 in Yahoo. Better resilience can be primarily attributed to higher average degree of Facebook compared to that of Yahoo.

In essence, our result highlights the disintegration of the trust overlay network into multiple disconnected components under high and realistic churn rates.

### 6.3 Improving Connectivity

Previous section motivated the problem of connectivity in a trust overlay network under high churn rates. In this section, we first explore a straw-man solution to improve the connectivity of the network under heavy churn, and then examine the consequences of such an approach.
6.3.1 Two-hop Neighborhood

We noted from Figure 6.4 in the previous section that Facebook is more resilient in terms of connectivity under high churn rates when compared to Yahoo, primarily due to the former’s much higher average degree than the latter’s. A simplistic approach to improving the connectivity of a low average degree network such as Yahoo is to explore nodes that are beyond the immediate trust circle of each node. We begin with tapping into the potential of the two-hop neighborhood of a node: the neighbors of its immediate neighbors. The idea is that trust is usually transitive, i.e., friends of friends are often considered trustworthy albeit to a lesser extent. Forming trust relationships with such friends of friends not only increases the degrees of the nodes but also potentially the connectivity of the network.

We examine how adding links to nodes in the two-hop neighborhood of each node affects the network connectivity under heavy churn. Figure 6.5(a) plots the disconnection probability versus the churn rate comparing both 1-hop and 2-hop scenarios with $\gamma = 0.5$. At a churn rate of 0.9, a random node in the 1-hop case is disconnected from the largest connected component with a probability of nearly 75%. However, a node that has trust relationships with her friends of friends has a disconnection probability of about 10%. A more striking finding is when the churn rate is 0.95, a node in the 1-hop network is disconnected most of the time, while a 2-hop node’s disconnection probability is around 20%.

Our result shows that a simple design of an overlay network leveraging trust relationships within a 2-hop neighborhood of each node is significantly more robust to heavy churn than its 1-hop counterpart.

6.3.2 Sybil Attack

Here we study the security implications of the above design, particularly from a Sybil defense perspective. Social network-based Sybil defense schemes [65, 91, 104, 105] leverage trust relationships among honest users for their robustness against Sybil attacks [43]. Their main idea is that creating trust relationships is difficult due to the requirement of high social engineering effort, and hence, the number of trust relationships (referred to as attack edges) that an adversary can form with honest users of the system is limited. The robustness of each scheme relies on the attack edges being few. The more the attack edges, the worse the robustness.

Since the above two-hop neighborhood design motivates creating new trust relationships with friends of friends for better network connectivity under heavy churn, an important question follows: does this design consequently help create new attack edges between honest and Sybil nodes that are obviously undesired? To answer this question, we carry out the following experiment. First, we create a Sybil region denoted by a random graph comprising 10K nodes with an average degree of 5. Second, we assume the Yahoo graph representing the honest region. Third, we create $g$ attack edges between an honest node and a Sybil node,
Figure 6.5: Pros and Cons of exploring two-hop neighborhood.
both being selected uniformly at random. Next, we measure (i) attack edges that may have been created in the 2-hop neighborhood design, and (ii) escape probability: the probability that a random walk starting from an arbitrary honest node traverses an attack edge and escaping into the Sybil region under both 1-hop and 2-hop scenarios.

Figure 6.5(b) plots the attack edges created in the 2-hop network relative to the number of honest nodes as the attack edges in the original 1-hop network increases. The number of attack edges in the 2-hop network is nearly 12 times that of the number of attack edges in the 1-hop network. This result indicates that the above 2-hop neighborhood design has a particularly poor consequence for Sybil defenses. Figure 6.5(c) plots the escape probability versus the attack edges in the 1-hop network, with the length of the random walk set to 15. Although a random walk in the 2-hop network escapes into the Sybil region with a greater probability than in the 1-hop network, we note that the difference in both scenarios is not as high when compared to their respective attack edges. This is perhaps due to a large number of edges created among honest users in the 2-hop network, which diminishes the role of more attack edges created.

6.4 Adaptive 2-Hop Design

In this section, we explore a new design point in the tradeoff between network connectivity and security. We first outline our goal and assumptions for our design. We then describe the rationale of our approach and the details of our method.

6.4.1 Goal and Assumptions

Our main goal in this chapter is to improve the connectivity of a low degree distributed social network under heavy churn, while incurring a marginal security cost. More specifically, the system should have the following desired properties:

- **Network Connectivity**: the network should be able to remain connected with a high probability under churn rates as high as 85% to 95%;

- **Attack Resilience**: the robustness of the network to attacks should not be drastically reduced.

Based on the findings in the above sections, we make the following plausible assumptions that influence our design. First, the social network graph is fast mixing. Second, there is a strong correlation between the number of friends a user has, the amount of time she is online and her user activity. Third, a fraction of users are online contiguously. In other words, despite dynamic nature in the network, some users are online in two successive time intervals during which other nodes may join or leave the network.
6.4.2 Approach Overview

The rationale of our approach is based on two network properties: expansion and conductance. The measure of expansion \[69-71\] captures how well a subgraph or a sample \(S\) is connected to the rest of the network. Improving the connectivity of the network requires adding links to nodes that contribute to the expansion of the node’s neighborhood. The measure of conductance \[64\] captures how well the sample \(S\) is connected within itself relative to the immediate neighborhood of the sample. The robustness of most social network-based trust schemes depend on the lower conductance of the honest region with respect to the rest of the network. In other words, the honest region would form a stronger community within itself, resulting in a sparse cut between the honest- and Sybil regions. Obviously, the assumption is that the number of attack edges is limited.

Low degree nodes which are usually the most vulnerable to disconnection due to churn must seek links from higher expansion nodes to improve their connectivity in the network. High degree nodes, on the other hand, must either refrain from adding more links or seek nodes that decreases the conductance around its neighborhood.

6.4.3 Method

We now describe the details of our approach.

Computing Neighborhood Measures

Given a 1-hop social network, each node computes both expansion and conductance for each of its two-hop neighbors. The computation is performed as follows. A node \(v\) begins with a sample \(S\) containing itself in the beginning. The node \(v\) then adds its immediate 1-hop neighbors into \(S\). The neighborhood \(N(S)\) constitutes \(v\)'s 2-hop neighbors. For each node \(k\) in \(N(S)\), \(v\) computes a score for \(k\)'s expansion contribution \(EC(k) = |N\{k\} - (N(S) \cup S)|\), which is simply the number of new neighbors \(k\) contributes to the expansion of \(v\)'s sample \(S\).

Similarly, the conductance is computed as follows. For each node \(k\) in \(N(S)\), let \(n\) be the number of outgoing edges from the sample \(N(S) \cup \{k\}\). The conductance score for \(k\) is \(n\) divided by the sum of degrees of all nodes in the sample \(N(S) \cup \{k\}\). We assume here that the graph is much larger than a 2-hop neighborhood of any node.

A Two-Hop Network

We now describe how a 2-hop network can be created using the above computed neighborhood measures in a static environment where there are no nodes joining or leaving the network. First, a node \(v\) adds a maximum of \(MAX_{XP\_NBRS}\) 2-hop neighbors with the highest expansion scores. Next, \(v\) adds a maximum of \(MAX_{CON\_NBRS}\) 2-hop neighbors which have a lower conductance score.
neighbors with lowest conductance scores. This ensures that the network overall is better connected through high expansion nodes, as well as robust to attacks due to lowering the conductance of the network. Trust schemes such as social network-based Sybil defenses can then exploit low conductance of the honest region with respect to the whole graph in order to differentiate from the Sybil region.

**Node Join**

We base our node join feature on the topology adaptation scheme that was used to improve the connectivity in the Gia network [32].

When a node $v$ joins the network, it first adds its 1-hop neighbors who are online. Next, $v$ checks if the number of active neighbors in the topology of the overlay network is less than $MIN_{NBRS} = 5$. If the neighborhood is sufficiently populated, $v$ does not add more links. Otherwise, it adds a maximum $MAX_{XP_{NBRS}} = 2$ of its 2-hop neighbors with highest expansion who are online. Such high expansion nodes would improve its connectivity in the network. If the node degree of $v$ is still not greater than $MIN_{NBRS}$, it seeks at most $MAX_{CON_{NBRS}} = 3$ with lowest conductance scores. Seeking low conductance neighbors improves the trust within this neighborhood.

We now describe how a node $u$ which is already present in the network gets a request of adding a link from a potential neighbor $v$. If $v$ is $u$’s immediate neighbor, they both add each other. If $v$ and $u$ are respective 2-hop neighbors, node $u$ first checks if $u$’s limit $MAX_{NBRS} = 10$ is reached. If there are slots remaining, $u$ accepts the request from $v$. Otherwise, $u$ adds $v$ if $v$ lowers the conductance of $u$’s neighborhood. This is because if $u$ has reached its maximum capacity, it means that $u$ is already well connected. In this case, adding nodes with higher expansion would not improve $u$’s connectivity to a great extent. The node in $u$’s list that is replaced $z$ is the one with high expansion. Since $z$ is generally well connected, $z$ can afford to lose one connection.

**Node and Link Failures**

Both node and link failures are determined using symmetric link failure detection [27]. If a node $v$ detects that a neighboring node has failed, it performs similar steps as the above node join operation. That is, if need be, $v$ seeks for more new neighbors preferably with high expansion for improving its network connectivity.

### 6.5 Trace-Driven Evaluation

In this section, we evaluate our method based on the traces of the Yahoo! Messenger network which we described in Section 6.1.
6.5.1 Experimental Setup

Similar to the previous sections, we use the same 100K nodes graph of the Yahoo social network to perform our experiments. We assume the network to exhibit very high churn rates close to 0.9. In other words, nearly 10% of all users of the distributed social network-based system are online at any instance. We set $\gamma = 0.5$ as its default value, which indicates that users with more friends are likely to remain online slightly longer than the ones with fewer friends. We believe this is a reasonable parameter setting based on the observations in Section 6.1.

In such a dynamic environment, we study the connectivity properties of the network in three scenarios: 1-hop, full 2-hop, and adaptive 2-hop. The first scenario, 1-hop, deals with a design that only uses the direct social network relationships to be connected in the trust overlay network. This design is often employed in most social network-based distributed system studies. The second scenario, full 2-hop, enables each node to leverage trust relationships with all nodes within its 2-hop neighborhood to remain connected in the network. The third scenario, adaptive 2-hop, explores only a few trust relationships in the 2-hop neighborhood to improve its connectivity in the network. Neither the second nor the third designs have been explored in detail in previous works.

6.5.2 Tradeoff: Robustness vs Connectivity

We have seen from Section 6.3 that a full 2-hop design improves the network connectivity compared to the 1-hop design but at the cost of creating an order of magnitude more new attack edges. Here we examine how our adaptive 2-hop method fares in terms of both connectivity and robustness. We begin with a simple 1-hop network of the Yahoo graph, which we consider as the honest region. We add a Sybil region of 10K nodes with an average degree of 5 along with 5K attack edges to the honest region, similar to the Section 6.3. Next, each node in this network adds a maximum of $MAX_{NBRS}$ select nodes within its 2-hop neighborhood. The selection process is based on the expansion contribution of a candidate node, i.e., how many new neighbors is the candidate contributing to its 1-hop neighborhood [69–71]. We then measure the number of attack edges in the resultant network as a function of the 2-hop neighbors.

Figure 6.6(a) plots the result comparing the performance of the expansion-based neighbor selection technique with a baseline method choosing 2-hops neighbors at random. The 2-hop attack edges grows significantly with addition of only a few 2-hop neighbors. A mere 25 2-hop neighbors seem to be sufficient to create an order of magnitude more attack edges. Moreover, the expansion-based technique performs worse than the random one. Since the former technique relies on adding those 2-hop neighbors with more new connections, the consequence is that nodes close to the attack edges are vulnerable to exploring a larger segment of the Sybil region. However, when less than 10 2-hops neighbors are added, the
performance of both techniques is comparable.

We now shift our focus to the connectivity of the network as a function of the 2-hop neighbors. In this experiment, we set the churn rate to 0.9. Figure 6.6(b) plots the disconnection probability as more 2-hop neighbors are added. As expected, the more the 2-hop neighbors, the lower the disconnection probability. A more interesting result is that, adding only a few 2-hop neighbors (5 in this case), the probability of a node getting disconnected is 0.2, which is much better than 0.8 in the 1-hop network. Further, the expansion-based neighbor selection technique fares marginally better than the random one.

Figure 6.6(c) compares the performance of random and expansion-based techniques as a function of the churn rate. At high churn rates of 0.9 and above, the expansion-based technique outperforms the random one. The expansion-based technique enables a node with 5 2-hops neighbors in a network under a churn rate of 0.95 is likely to be connected more than half the time, while the disconnection probability of a similar node is nearly 0.8 with the random technique.

From the three figures: Fig. 6.6(a), Fig. 6.6(b), and Fig 6.6(c) we infer that adding a small number of 2-hop neighbors (less than 10 in our case) with expansion-based selection technique makes the network more resilient to heavy churn, at the cost of a modest increase in the number of attack edges in the 2-hop network.

### 6.5.3 Steady State

We now study how the dynamics in the network such as nodes joining and leaving affect the performance of the system. In this experiment, we consider a steady state where the number of nodes that join the network is equal to the number of nodes that leave the network during any time interval. This case is similar to the one we observed in the Section 6.1.3: from 9 AM to 9 PM, there were nearly 15% of all users online in each hourly time interval (Fig. 6.2(a)). Also during this period, about 40% of these online users were common in two consecutive hourly time intervals (Fig. 6.2(b)).

We examine the connectivity of the network during the transition from one time interval to the next during which a few nodes join while a few others leave. Our experiment moves in simulation rounds where each round corresponds to a time interval. We define join-to-leave ratio to be equal to the number of nodes joining the network divided by the number of nodes leaving before the end of a simulation round. In a steady state, the join-to-leave ratio is 1. In our experiment, we consider a range of 20% to 35% of nodes are common in two successive time intervals. We apply our adaptive 2-hop method to handle the transition from one interval to the next. Recall that our method seeks a small number of neighbors in the 2-hop neighborhood that have high expansion. We compare our method to both 1-hop design which existing systems adopt and full 2-hop design which takes into account all nodes in the 2-hop neighborhood.
Figure 6.6: Tradeoff between the connectivity of the network and the number of attack edges in the 2-hop network.
Figure 6.7: Connectivity of the network in a steady state.

Figure 6.7 plots the disconnection probability versus the simulation rounds, in the three different designs. The performance of our adaptive 2-hop method is comparable to the full 2-hop design, while outperforming the 1-hop design. Our method improves the network connectivity as the simulations rounds increase. It is important to note that our method is resilient to even a small fraction of 20% nodes being common in successive simulation rounds.

6.5.4 Flashcrowd

Flashcrowd refers to the scenario where a large number of nodes join the network relative to the ones already in the system within a short period in time. Flashcrowds can be observed in both centralized and distributed systems. Websites hosting content that gains instant popularity attracts vast amount of traffic within a few hours or even minutes. P2P systems such as BitTorrent also notice flashcrowds, particularly when a torrent for a popular content becomes available. In Section 6.1.3 we also noticed a flashcrowd of users coming online in the morning from 5 AM to 10 AM after which the rate of joining and leaving remains stable. The join-to-leave ratio during this flashcrowd was in the range of 1.3 and 1.6.

Handling a growing population is critical to any system design. We now study the connectivity of the network under a flashcrowd. We adopt the simulation setup of the steady state experiment, and apply a flashcrowd effect with a join-to-leave ratio in the range of 1 and 2. We set the fraction of nodes common in consecutive time intervals to 0.25.

Figure 6.8 plots the disconnection probability versus the simulation rounds, varying the join-to-leave ratio. The performance of our adaptive 2-hop method is comparable to the full 2-hop design in the flashcrowd scenario as well. The network connectivity grows with both simulation rounds and higher join-to-leave ratio. This is particularly noticeable in the 1-hop case where high join-to-leave ratio decreases the disconnection probability with time. This is due to more nodes joining the system rather than leaving and forming links with other
6.5.5 Recession

Recession refers to the decline in the number of nodes in the system where more nodes leave than join. Recession can be observed in P2P systems such as BitTorrent where the popularity of a torrent fades, resulting in nodes leaving the swarm. We observed a recession in Section 6.1.3 where a large number of nodes leave during the late night from 11 PM to 5 AM. During this period, the worse join-to-leave ratio was 0.65.

In this experiment, we apply a recession effect on the network with a join-to-leave ratio in the range of 0.5 and 1. Similar to the previous experiment, we adopt its simulation setup, and set the fraction of nodes common in consecutive time intervals to 0.25.

Figure 6.9 plots the disconnection probability versus the simulation rounds, varying the join-to-leave ratio. Our adaptive 2-hop method is seen to be resilient to a recession. The network connectivity remains the same even when double the number of nodes leave the network than the ones that join (join-to-leave ratio = 0.5). However, the connectivity problem exacerbates in the 1-hop design with more nodes leaving than joining.

6.6 Related Work

Here we review the literature in the field of distributed social networks as well as P2P systems dealing with churn.

6.6.1 Decentralized Social Networks

Decentralized social networks offer an alternative to OSNs, where users hold all the ownership of their data and perform secure communication with their friends without passing any
central entity. Diaspora [2] is prime example where users can setup their own servers to host content, form friends, share updates and multimedia content with others. Safebook [39] adopts a peer-to-peer architecture and real-world trust relationships to build a privacy-preserving social network. Peerson [26] is another effort that builds on a peer-to-peer infrastructure. Peerson users keep control of their data through encryption, key management and access control in a decentralized setting.

6.6.2 Social Networks & Distributed Systems

A large body of work leverages social networks by incorporating their properties such as inherent trust relationships among users and graph structure into the designs of social network-based Sybil defenses (SNSD) schemes [40, 65, 84, 91, 92, 104, 105]. Each of these schemes makes two fundamental assumptions. First, although an attacker can create arbitrary number of identities, she cannot establish arbitrary number of trust relationships (attack edges) with honest users since forming a trust relationship requires high social engineering cost. This leads to a sparse cut between Sybil region containing malicious identities and non-Sybil/honest region containing honest users in the graph, which is then exploited by these schemes. Second, a social network graph is expander-like and fast-mixing [76] in that a random walk in the graph quickly reaches a stationary distribution. Hence, a short random walk starting from a node in the non-Sybil region rarely escapes into the Sybil region.

Another line of work investigates how trust relationships can be used for send secure communications. OneSwarm [50] leverages the social network to build an overlay over which data transfer is performed. Since these trust relationships are known only to the endpoints of the edge, the communication can be monitored easily. X-Vine [75] also uses a similar rationale for performing secure lookups. The trust overlay is used for the construction and maintenance of the routing tables inspired by the virtual ring routing mechanism [27]. MCON [93] explored the 2-hop neighborhood for a robust design of routing tables in a trust
overlay controlled by a central entity. However, they did not examine the consequences of adding trust relationships from 2-hop neighbors.

None of these studies however have examined heavy churn conditions. Also, the social networks graphs in their evaluation has a much higher average degree than the one observed in the Yahoo social network graph.

6.6.3 P2P Churn

Churn has often been considered as a key challenge in developing peer-to-peer systems. Stutzbach and Rejaie [90] measured churn in three peer-to-peer file sharing systems (BitTorrent, Kad and Gnutella). Their results corroborate and extend previous efforts to show that peer uptime is skewed in all three systems, with many users staying online only for a few minutes at a time. This observation, in turn, has direct implications for the connectivity of the system. However, Stutzbach and Rejaie note that previous uptime is a reasonable predictor of future uptime for peers, a property that can be leveraged for connectivity resilience. Our work complements Stutzbach and Rejaie’s and similar efforts in quantifying churn in file sharing systems by considering a distributed social network, and also by noting properties related to peer uptime in this context that can be leveraged for improving system resilience.

On a different perspective, Rhea et al. [85] present an overview of the literature on the measurement of session durations in file-sharing p2p systems. This literature points to median session durations in the order of few minutes to one hour. Moreover, Bhagwan et al. [22] measured Overnet to find that users are online on a median of 30% of the period that comprises their participation in the system. Rhea et al. show how the assumptions related to churn drastically affect the performance of DHT systems, requiring their mechanisms to be developed with churn as a primary concern. Our work aims at contributing to the conception of realistic churn assumptions for the development of distributed social network based solutions.

6.7 Conclusion

We analyzed an operational distributed social network – Yahoo! Messenger – to derive design considerations for building a practical social network-based distributed system. We observe that the Yahoo’s social network graph is fast mixing, making it suitable for building social network-based Sybil defense applications such as SybilLimit [104] and Whanau [65] among others [75,91,105]. Our study also reveals a heavy churn with only 5%-15% of all nodes in the network being online at any moment. We show that trust overlays built on top the social network under such churn disintegrates into multiple disconnected components.
A naive design extending the trust relationships to 2-hop neighbors increases the network connectivity at the cost of being more vulnerable to attacks.

We explore this design point in the tradeoff between network connectivity and attack resilience. Our proposed adaptive 2-hop outperforms the 1-hop solution in terms of network connectivity while having a comparable performance with the naive 2-hop approach. In terms of attack resilience, our method fares significantly better than the full 2-hop design and only modestly worse than the 1-hop design. Our method is seen to be resilient under steady state, flashcrowd, recession and heavy churn.

Our analysis of an operational distributed social network and the proposed adaptive 2-hop design can help motivate practical designs for future social network-based distributed systems.
Chapter 7

Conclusion

In this thesis, we examined the effectiveness of online social media (OSM) under trying conditions. We leveraged the network structure of OSM to devise scalable and effective techniques that are resilient even in adversarial environments. Also, we made a strong case for the use of distrust to defend against various strategic attacks in multiple scenarios. Moreover, we highlighted some of the limitations in existing efforts to build robust and secure distributed social networks. We explored a new design point in this field which may motivate practical designs for future social network-based distributed systems.

In this chapter, we present our conclusions answering the research questions in the introduction of the thesis, and throw light on a potential road ahead.

7.1 Conclusions

Here we outline our main conclusions in the thesis:

1. Recommending items in a large and sparse dataset of OSM is non-trivial. On our crawled Flickr dataset containing over 120K users and 80K photos favorited by them, our adaptations of scalable link prediction algorithms outperform a traditional collaborative filtering technique. We found that algorithms recommending items within a 3-hop distance in the user-item graph outperform others, suggesting that users are mostly interested within a small proximity of their tastes in the user-item space.

2. We verified our hypothesis that a family of schemes based on random walk with restart from pre-trusted nodes is vulnerable to targeted attacks by examining a renowned family member – EigenTrust (ET) – under a novel attack based on eigenvector centrality. We propose Personalized EigenTrust (PET) which (i) enables each user to choose her trusted nodes from the social network, thereby eliminating the need of pre-trusted nodes and making the system self-sufficient, (ii) is effective in networks operating under various transaction models based on distributions such as random, community-like
and power-law, and (iii) is robust to many types of attacks including the targeted one based on eigenvector centrality. Our simulation results reveal that PET outperforms ET under diverse transaction models and attack strategies.

3. Distrust in the form of negative feedback can play a vital role in negating Sybils from outvoting honest users in OSM. By modeling trust and distrust relationships as a signed network, we verified our hypothesis that attack edges constrain the paths along positive edges between two endpoints of a defense edge (i.e., a distrust relationship between honest and Sybil nodes). Based on this insight, we reduce the voting capability of Sybils by 80% with a defense edge each from a mere 25% of all honest users. Our method is also resilient to ‘friendly fire’, where honest users mistake each other for Sybils. Moreover, we devised a novel pathfinder algorithm that can find a path between any two nodes in a 1 million-node expander graph within a millisecond on a commodity laptop.

4. Distrust can also be useful in identifying Sybils even under targeted attacks. We showed how current Sybil detection schemes including the state-of-the-art approach, SybilRank, perform worse than naive technique under an attack based on eigenvector centrality. We showed that the robustness of SybilRank under such an attack can be improved with minimal changes by incorporating our novel generic framework built on trust and distrust. The results show that, with one defense edge each from an honest node, the robustness of our method is near-optimal. Our method is also resilient to counter attack edges where Sybils initiate negative edges toward honest users.

5. Our analysis of Yahoo! Messenger, an operational distributed social network, highlights practical limitations for existing social network-based distributed systems. We observed that the Yahoo clients exhibit a churn rate of 85% at best to 95% at worst. At such high churn rates, we showed that the trust overlay which is fundamental to the functioning of such systems disintegrates into multiple disconnected components. Furthermore, we showed that exploring 2-hop neighborhood increases the connectivity under heavy churn which comes at the cost of an order of magnitude in the attack capability of an adversary. We proposed an adaptive 2-hop design which explores a new design point in the tradeoff between network connectivity and attack resilience. The results from our trace-driven experiments reveals that the adaptive 2-hop method fills an important point in the design space making it significantly more robust than 1-hop solution and with a modest attack resilience.
7.2 Future Work

Various insights from the thesis may open a window of new opportunities for future researchers:

1. The low values of precision and recall in our work suggest that recommending items in OSM is highly challenging, and hence requires significant attention from IR research community. Studying link prediction algorithms on a wide variety of OSM such as Digg, YouTube, and Flickr would help understand how the network structure and the dynamics impact the performance of these algorithms. Insights from this analysis may help in designing better recommender algorithms. Another factor to consider is temporal dimension. Since popularity of items often have very short lifetimes in OSM, recommender algorithms should take into account age of items to improve their performance. It will also be interesting to see the impact of photo recommendations (using the above techniques or otherwise) in Flickr, since Flickr does not offer explicit recommendations unlike YouTube.

2. Future trust schemes should evaluate their robustness under the centrality attack we devised, particularly since our experiments showed a large negative impact on highly popular reputation systems (EigenTrust) and Sybil defenses (SybilRank). While we discussed attack strategy based on eigenvector centrality, analyzing the impact of various centrality measures such as betweenness, closeness and alpha can equally be insightful. Does an attack strategy based on edge betweenness centrality would be more harmful on a network with community structure than an eigenvector centrality strategy? What network structure requires an adversary to adopt which attack strategy? What would be a good defense strategy for a given network structure against various centrality attacks?

3. The role of distrust in defense schemes should be studied in more detail from various perspectives. Sociological and psychological understanding of distrust in adversarial environments would help design better defense algorithms that can work in the wild. How do we design incentives for honest users to report malicious behavior? How do we design disincentives for an adversary without honest users’ participation? Distrust, unlike trust, may be less appealing for users to accept in public. How do we design privacy-preserving mechanisms that anonymize the source of negative feedback without reducing the effectiveness of a defense scheme?

4. Future designers of social network-based distributed systems should take into account churn as a major design factor. Furthermore, existing systems require a radical redesign considering heavy churn in the network. One line of research in this field is to revisit a prominent application: performing lookups on top of the trust overlay
network [65], More specifically, is it feasible to design a trust overlay that has a low query failure rate under a high churn rate with a reasonable network overhead? Another line of research may explore designing incentives for low degree nodes to participate in the network, thereby increasing the user contribution as a whole as well as reducing the load on high degree nodes.
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Summary

Securing Social Media: A Network Structure Approach

Online social media (OSM) such as Facebook, YouTube, and Flickr enable millions of users to publish and share millions of messages, videos, and photos with others. Such a vast user base and the wealth of content in OSMs, however, present various challenges. In this thesis, we address some of these challenges such as scalability, adversarial behavior of users, and decentralization capabilities by leveraging the graph structure of the social network among users.

In Chapter 2, we study the problem of recommending relevant content to individual users from the large repositories available in OSMs. We model the friendships among users and users’ content preferences by a user-item graph. On this graph, we use adapted graph-based link prediction algorithms to recommend items to users in a personalized fashion. Our experiments on Flickr show that our adaptations of the link prediction algorithms outperform the classical item-based collaborative filtering techniques.

In Chapter 3, we investigate the shortcomings of EigenTrust (ET, which is a renowned global reputation system. We identify that ET is vulnerable to community structure and centrality attacks targeted towards ET’s pre-trusted nodes. To alleviate these concerns, we propose Personalized EigenTrust (PET) which enables each user to choose her own trusted users from the social network, thereby eliminating the need of system-wide pre-trusted users and making the system self-sufficient. Our simulation results reveal that PET outperforms ET under diverse transaction models and attack strategies.

In Chapter 4, we examine the problem of voting in OSM under Sybil attacks. In Sybil attacks an adversary user uses multiple cheap identities to outvote honest users. We propose a mechanism to minimize the votes from Sybil identities by leveraging (i) trust which is inherent among users in OSMs, and (ii) distrust between honest users, who identify some of the spam content items and the Sybil identities who promoted them. Our simulation results on datasets of popular OSM show both the feasibility and the efficiency of incorporating distrust alongside trust to defend against Sybil attacks. Our method outperforms the state-of-the-art approach, SumUp.

In Chapter 5, we focus on improving SybilRank. SybilRank is the state-of-the-art social network-based Sybil detection scheme that uses the available distrust relationships in the system. We first build a lightweight framework based on trust and distrust relationships and
then adapt SybilRank to incorporate this framework with minimal changes. Our experiments on popular OSM datasets show that our method significantly outperforms SybilRank even under targeted attacks.

In Chapter 6, we explore the feasibility of building distributed social network-based systems such as OneSwarm and Whanau that are practical in the real world. We note that the effectiveness of such systems relies on a connected overlay network built using the trust relationships among users. Under realistic churn, we find that the trust overlay network disintegrates into multiple connected components that essentially make such a system impractical in the wild. We show that the 2-hop neighborhood of each user can be explored to improve the connectivity, however at the cost of making the system more vulnerable to Sybil attack. We propose an adaptive 2-hop design that improves the connectivity of nodes as well as their resilience to attacks by forming relationships with only select 2-hop neighbors. Our trace-driven experiments under trying conditions reveal that our adaptive 2-hop method fills an important point in this design space making it significantly more resilient to churn than 1-hop solutions, only at the cost of a modest increase in the attack capability of the adversary.
Samenvatting

Het beveiligen van Sociale Media: Een Netwerk Structuur Benadering

Online sociale media (OSM), zoals Facebook, YouTube en Flickr, stellen miljoenen gebruikers in staat om miljoenen berichten, video’s en foto’s te publiceren en met anderen te delen. Echter een dergelijke grote gebruikersgemeenschap en de enorme hoeveelheid data in OSMs geven verschillende uitdagingen. Dit proefschrift richt zich op een aantal van deze uitdagingen, zoals schaalbaarheid, conflicterend gedrag van gebruikers en decentralisatie mogelijkheden door gebruik te maken van de inherente verbindingsstructuur tussen gebruikers van het sociale netwerk.

In hoofdstuk 2 wordt het probleem van het aanbevelen van relevante data aan individuele gebruikers uit de grote hoeveelheid aanwezige data in OSM’s bestudeerd. Hiertoe worden de vriendschappen tussen gebruikers en de datavoorkeuren van de gebruikers in een gebruikers-data item graaf gemodelleerd. Door gebruik te maken van een aangepast en al eerder effectief gebleken link predictie algoritme kunnen we gebruikers op een gepersonaliseerde manier data items aanbevelen. Experimenten met Flickr laat zien dat dit aangepaste algoritme beter werkt dan het klassieke op items gebaseerde collaboratieve filter algoritme.

In hoofdstuk 3 worden de tekortkomingen van EigenTrust (ET) onderzocht, dat wereldwijd gebruikt wordt als reputatie systeem. Aangetoond wordt dat ET kwetsbaar is voor de structuur van een gemeenschap en op centraliteitsaanvallen gericht op door ET vertrouwde knooppunten. Om deze bezwaren weg te nemen, is het Gepersonaliseerde EigenTrust (PET) algoritme ontwikkeld, waarmee elke gebruiker zijn eigen vertrouwde gebruikers kan kiezen uit het sociale netwerk, waardoor de noodzaak van systeem brede vertrouwde gebruikers wordt gelimineerd en daarmee het systeem zelfvoorzienend wordt. Simulatieresultaten tonen aan dat PET ET overtreft onder diverse transactie modellen en aanval strategieën.

In hoofdstuk 4 wordt het probleem van het uitbrengen van stemmen in OSM’s onderzocht terwijl het OSM onderhevig is aan Sybil aanvallen. Bij Sybil aanvallen wordt gebruik gemaakt van kwaadwillende gebruikers die gebruik maken van meerdere goedkope identiteiten om eerlijke gebruikers te overstemmen. Een mechanisme wordt voorgesteld om de stemmen van Sybil identiteiten te minimaliseren door gebruik te maken van (i) het vertrouwen dat inherent tussen gebruikers in het sociale netwerk onder de gebruikers in OSM’s en (ii) het wantrouwen tussen eerlijke gebruikers, die een deel van de spam content items identificeren en de Sybil identiteiten die ze aanbevelen. Simulatieresultaten op
datasets van populaire OSM’s tonen zowel de haalbaarheid als de efficientie aan van het opnemen van wantrouwen naast vertrouwen tegen Sybil aanvallen. De gepresenteerde methode werkt beter dan de state-of-the-art aanpak SumUp.

Hoofdstuk 5 is gericht op het verbeteren van SybilRank. SybilRank is het state-of-the-art Sybil detectieschema voor OSM’s dat gebruik maakt van de aanwezige wantrouwrelaties in het systeem. Daartoe is een lichtgewicht framework ontworpen dat is gebaseerd op vertrouw- en wantrouwtrelaties. Vervolgens is SybilRank met minimale aanpassingen geschikt gemaakt voor dit framework. Experimenten op populaire OSM datasets laten zien dat de aangepaste methode aanzienlijk beter presteert dan SybilRank, zelfs onder gerichte aanvallen.

In hoofdstuk 6 wordt de praktische haalbaarheid van het bouwen van gedistribueerde sociale netwerk gebaseerde systemen zoals OneSwarm en Whanau onderzocht. De effectiviteit van dergelijke systemen is gebaseerd op een verbonden overlay netwerk opgebouwd met behulp van de vertrouwensrelaties tussen gebruikers. Onder realistische churn omstandigheden, blijkt dat het vertrouwen overlay netwerk uiteen valt in meer dan n, onderling niet verbonden overlays die in wezen een dergelijk systeem onpraktisch maakt. Aangetoond wordt dat de 2-hop omgeving van elke gebruiker kan worden gebruikt om de connectiviteit van de knopen te verbeteren, dit echter ten koste van de kwetsbaarheid voor aanvallen van Sybils. Een aangepast 2-hop ontwerp wordt gepresenteerd dat de connectiviteit van de knopen verbetert alsmede hun weerstand tegen aanvallen door het aangaan van geselecteerde relaties met 2-hop buren. Trace-driven experimenten onder uitdagende omstandigheden laten zien dat deze adaptieve 2-hop methode een belangrijk punt in de ontwerp ruimte realiseert, waardoor het systeem aanzienlijk beter bestand is tegen churn dan 1-hop oplossingen. Dit ten koste van een bescheiden verhoging van de aanvalsmogelijkheden van tegenstanders.
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