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Abstract

As graph analysis tasks see a significant growth in complexity - as exposed by recent advances in complex networks analysis, information retrieval and data mining, and even logistics - the productivity of deploying such complex graph processing applications becomes a significant bottleneck. Therefore, many programming paradigms, models, frameworks - graph processing systems all together - have been proposed to tackle this challenge. In the same time, many data collections have exploded in size, posing huge performance problems. Modern graph processing systems strive to find the best balance between simple, user-friendly and productivity-enhancing front-ends and high-performance back-ends for the analyses they enable.

Since 2004, more than 80 systems have been proposed from both academia and the industry. However, a clear overview of these systems is lacking. Therefore, in this work, we survey scalable frameworks aimed at efficiently processing large-scale graphs and present a taxonomy of over 80 systems. Useful for both users and researchers, we provide an overview of the state of the art techniques and remaining challenges related to graph processing frameworks.
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1 Introduction

Graph theory provides an abstract model for entities and their relationships in the form of graphs. Formally, a graph (or network) consists of a set of vertices (entities) and a set of edges (links that pair vertices). Many real-world phenomena can intuitively be cast into this format. Newman [108] characterizes the use of networks in different branches of science and identifies the following four categories:

Social sciences study social networks, where vertices represent individuals and edges represent their pattern of contact (such as friendship[119] or kinship[113]). Information graphs represent the structure of stored information. Most studied in this category are the World Wide Web[70] and citation graphs for academic papers[34]. Technological networks are man-made networks, typically distribution oriented, such as power grids[154] and airline routes[4]. Finally, biological graphs model natural phenomena like neural networks[155] and protein interaction[73].

These graphs can grow very large, very rapidly. For example, the citation graph among US patents between 1963 and 1999 contains over 3.7 million patents and over 16.5 million citation edges [89]. Early 2011, the number of active Facebook\(^1\) users was 721 million with 68.7 billion friendship edges between them [145]. In December 2013, the number of active users had grown to 1.23 billion [43]. The largest publicly available hyperlink graph of the World Wide Web, extracted from a crawl in 2012, contains over 3.5 billion pages and 128.7 billion links [102].

Processing graphs on this scale is nontrivial and thus the topic has received a lot of attention from both academia and industry in the recent years. However, a clear overview is lacking. In this survey, we clarify the intrinsic challenges of building a high performance graph processing framework (Section 2) and illustrate the current research landscape by comparing graph processing frameworks with other systems, such as graph libraries and databases (Section 3).

Our work surveys scalable frameworks aimed at efficiently processing large-scale graphs and presents a taxonomy of over 80 systems. Specifically, systems that allow for offline parallel batch processing are taken into account. We identify multiple distinctive characteristics and categorize systems accordingly. The categories will be introduced (in order of appearance: Platform, Programming Model, Communication Model, Execution Model, Framework Abstraction) before presenting the taxonomy (Section 9).

The taxonomy is useful for both users that want an overview of the available frameworks and researchers that want an overview of the status quo and remaining challenges in the field of graph processing. We conclude this survey by discussing open research challenges (Section 10) and listing our main findings (Section 11).

2 Challenges

Graph problems have some characteristics that make efficient parallelization nontrivial; Section 2.1 discusses these problems inherent to graph computing. The other challenges are more general and related to the Input Data (Section 2.2) and Parallel Computing (Section 2.3).

The goal of a framework is to provide an abstraction over most of these challenges to prevent the user from dealing with substantial and repetitive implementation effort. In this way, a framework provides a trade-off between abstraction and expressiveness. Finding a proper balance is a challenge in itself.

2.1 Graph Processing

The term “graph processing” is broad and covers a whole set of analytic applications. Popular research fields that do some form of graph processing are data mining, machine learning, and pattern recognition [98]. Two categories can be distinguished [130]. Online graph analytics (or graph querying) start computation on a small subset of the graph and require a fast response time. These algorithms, e.g. shortest path, often perform

---

\(^1\)facebook.com: Online social network website, founded in 2004.
some degree of exploration. Offline graph analytics (or batch processing) start on the whole graph and perform iterative computations until a convergence criterion is met. These algorithms, e.g. PageRank \cite{114}, require high throughput. Our survey focuses on systems explicitly supporting offline graph processing.

Low et al. \cite{92} lists several key properties of machine learning and data mining algorithms (MLDM). The authors show that many important MLDM algorithms perform iterative computations (i.e. offline processing) on a large set of parameters, but computation converges asymmetrically. This means that a large number of parameters will converge in a just few iterations. It is also noted that these algorithms converge faster in asynchronous systems. Where synchronous systems perform updates based on values from the previous iteration, asynchronous systems benefit by always using the most recent values as input (see Section 7).

In general, graph computations are data-driven \cite{62,92,96}. This, in combination with the irregular structure of graphs, leads to a poor data locality and a varying degree of parallelism.

### 2.2 Input Data

Laney \cite{88} defines three dimensions of the challenges of data growth: volume, velocity, and variety. Often associated with the term “big data”, these challenges are illustrative for the current trends in data acquisition. For example, Meusel et al. \cite{102} note that computing the strongly connected components of the hyperlink graph requires more than one terabyte of memory while using a lazy evaluation technique where successors lists are never stored in memory in uncompressed form. The size of the compressed dataset is around 375 gigabytes.

Data variety comes from annotating and combining datasets. In graph theory, vertices and edges can be annotated with arbitrary properties. For example, edges can be labeled to define a nominal difference (A is a son of B) or can carry weight to define a degree of difference (traveling from A to B takes 60 minutes).

Graph processing systems have to deal with these three dimensions of “big data”. Loading the entire graph into the memory of a single machine might be impossible, so efficient storage is desired (e.g. aggregate memory of a cluster). The variety of data and velocity of changes make this extra challenging.

Constantly crawling the web results in a stream of mutations. However, a single graph mutation does not have to imply a completely different result. Algorithms like PageRank can benefit from incremental computation based on a (partial) previous result \cite{59}. Processing data streams also requires high performance for high-throughput computation.

### 2.3 Parallel Computing

Parallel computing, where multiple processing elements are used concurrently, offers challenges as well. Because computation is data-driven (Section 2.1) and partitioning is an NP-complete problem (i.e. minimum cut into equal-sized subsets \cite{47}), it is difficult to realize independent tasks. Tasks have to coordinate for proper synchronization and data consistency. That is why the overhead of communication in a distributed system and Non Uniform Memory Access (NUMA) effects should be taken into account.

As partitioning is hard and graph computations have a varying degree of parallelism (Section 2.1), load balancing is another challenge in the parallelization of graph processing.

Distributed computing, where multiple machines are used concurrently, adds the problem of reliability. The odds of machine-failure are non-negligible when a large number of machines are used. Ideally, the system should be able to transparently detect failures and recover computation \cite{147}.

Parallelization might be implemented in the computation itself, such as concurrent processing of vertices \cite{99}, but also in the execution of jobs. Concurrent job processing of the same graph is a challenge, especially when graph mutations are allowed \cite{159}.
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3 Research Landscape

Graph processing is a popular topic among researchers because of its potential in numerous disciplines (Section 1) and the specific set of computing challenges (Section 2). This section clarifies the term “graph processing framework” by relating it to other work in the field, specifically Graph Algorithms, Graph Libraries, Graph Databases, General-Purpose Data Processing, and Domain-Specific Languages.

3.1 Graph Algorithms

A lot of work goes into optimizing specific graph algorithms targeting specific platforms ([60, 67, 71, 118]). Guo et al.[54, 55] present five classes of algorithms used in practice: statistics, traversal, connected components, community detection, and evolution. Representative examples of such algorithms that are often used as building blocks — and receive extra attention because of it — are: diameter estimation [1, 23, 79], Breadth-First Search (BFS) [67, 85, 97, 101], Maximal Independent Set (MIS) [3, 37, 94], spectral clustering [29, 45, 127, 170], and preferential attachment graph modeling [14, 15, 89], respectively.

Low-level implementations of such an algorithm allows for very specific architectural optimization, but are subject to substantial implementation effort. A lot of this effort is repeated for each new algorithm, i.e. loading into memory, graph representation (data structures), and fault tolerance are nontrivial tasks. Our survey does not take (library) implementations of algorithms into account.

Frameworks provide generic functionality through abstraction, such that the user does not have to deal with most of the challenges related to graph processing (Section 2). Ideally, the abstraction should not come at the expense of performance or expressiveness.

3.2 Graph Libraries

Often used in the same sense, and closely related to the concept of framework, is the term library. Johnson and Foote [75] differentiate between the two with the notion of “inversion of control”. Methods defined by the user will be called by the framework itself, which means that it serves as “extensible skeleton”.

Where frameworks also take care of the control flow, libraries only offer a collection of objects and functions, but leave coordination to the user. Graph libraries such as Parallel BGL[53] and Combinatorial BLAS[21] offer algorithms as building blocks and (distributed) data structures for graph representation.

Unlike libraries, parallel graph frameworks offer a programming model (Section 5) where things like parallelism, consistency, synchronization, load balancing, and optimization are (mostly) implicit and the user can focus on implementing the actual application (Section 8).

3.3 Graph Databases

Graph DataBase Management Systems (DBMSs) such as Neo4j[107] and Titan[9] are DBMSs optimized for graph structures. DBMSs are persistent storage systems that can contain, represent, and query data [5, 32]. In contrast to relational DBMSs, entity relations are part of the model and no (expensive) table join is necessary to access adjacent elements [149].

Systems usually offers a domain-specific language such as SPARQL, Cypher, or Gremlin for text-based data queries (online graph analytics) [65], but do not allow for batch processing (offline graph analytics) [100].

We only take graph databases that allow for offline parallel graph analytics into account ([31, 117, 130]). For a survey of graph database models, the reader is referred to [5] and for performance oriented surveys the reader is referred to [32, 65, 100].
3.4 General-Purpose Data Processing

MapReduce[35], Spark[164], and epiC[74] are examples of general-purpose distributed data processing frameworks. The frameworks provide a certain level of abstraction (for fault tolerance, coordination, parallelism, etc.), but are not optimized for working with graph data and graph algorithms.

Representing graphs and algorithms might still require substantial implementation effort [104], which results in specialized graph processing frameworks being built on top of general-purpose frameworks ([78, 80, 109, 158]). Google, the organization that introduced MapReduce in 2004, recognized that existing general-purpose systems were ill-suited for graph processing and introduced Pregel[99] in 2010, a framework for graph processing that increases performance and usability compared to general systems.

3.5 Domain-Specific Languages

A Domain-Specific Language (DSL) is a programming language specialized for a domain such as graph processing. Programming interfaces to frameworks are often implemented in a general-purpose language and at a fairly low abstraction level, which means that implementation of nontrivial algorithms can be inconvenient [68, 111]. Graph DSLs such as OptiML[139], Green-Marl[66], and general-purpose data processing DSLs such as Pig Latin[111] and Hive[142], offer a more natural programming interface for users familiar with the domain, but not with programming in general.

DSLs are usually the front-end of a framework and compile to a lower-level execution framework. For example, Green-Marl targets GPS (a Graph Processing System [124]) and Pig Latin targets Apache Hadoop[33], an open source implementation of MapReduce. We only take the execution frameworks into account for this survey.

4 Platform

The target platform is one of the major distinctions between frameworks. As a user, selecting the best suitable framework depends on the available platform. As a researcher, these are assumptions that can influence design. Will execution be performed on Shared Memory Systems (i.e. a single machine) or Distributed Systems? Will the graphs surely fit into aggregate memory or should the framework have External Memory Support? Is the environment homogeneous or are there differences in computational strengths (i.e. Heterogeneous Environments)? Finally, should representation of input and computational data be restricted for the benefit of performance optimization (Data Representation)?

4.1 Shared Memory Systems

Shared memory allows for efficient inter-process communication, as multiple tasks have access to the same memory. A shared memory platform does not imply a single processing unit. The challenges in graph processing (Section 2.1) — poor data locality, in particular — make shared memory architectures well suited for graph processing.

However, shared memory architectures usually support a limited amount of physical memory (Red Hat Linux Version 7 supports 3TB of memory, with a theoretical limit of 64TB [121]). Scaling up refers to adding resources (e.g. CPUs or memory) [103].

From 2010 onward, there has been an increase of frameworks that work on a single machine (shared memory). Signal/Collect[138], GraphLab[93], and GraphChi[87] were the first frameworks to prefer a shared memory environment over distributed architectures to enable graph processing on consumer computers.

Although scalability is limited (i.e. limited by the capabilities of the current generation of hardware), communication is efficient, cost is lower, and debugging is straightforward. The user does not have to deal with
managing a cluster, and the framework does not have to deal with quirks that come with distributed computing, such as fault tolerance.

4.2 Distributed Systems

A distributed system consists of multiple processing units where each unit has its own private memory. Data is partitioned over the separate nodes and explicit communication (e.g. message passing) is required to synchronize computation. Scaling out refers to adding more processing units to the system [103], and with cloud computing this type of scaling is available through Infrastructure as a Service (IaaS) [8].

General-purpose data processing frameworks such as MapReduce [35] (2004) and Dryad [72] (2007), and later graph processing frameworks such as PEGASUS [80] (2009) and Pregel [99] (2010), started exploiting the distributed architectures of commodity clusters to enable efficient processing of large volumes of data.

Compared to shared memory systems, distributed systems are less dependent on hardware evolution for scaling, but communication between machines quickly becomes a performance bottleneck in graph applications.

4.3 External Memory Support

External memory support (or out-of-core computation support) refers to the ability to work with data that is too large to fit in main memory. Some graph processing systems are able to accommodate graphs that exceed the size of aggregate memory by utilizing (slower) external memory.

For distributed systems, general-purpose frameworks typically support transparent spilling of data to disk [2, 35, 72, 74, 105, 115]. For example, MapReduce works in phases where data is streamed to and from disk. Map and Reduce results are immediately written to a distributed file system. This disk overhead makes MapReduce less suited for iterative applications [19, 39], which is why the majority of distributed graph processing frameworks keep the graph in aggregate memory.

On shared memory systems, however, a lack of sufficient main memory is more probable because of the practical limits (Section 4.1). In 2012, GraphChi [87] was the first single machine framework to utilize external memory; by storing the graph in an optimized format on disk, the framework can still process graphs that do not fit into main memory.

4.4 Heterogeneous Environments

A heterogeneous environment refers to an environment where not every processing unit is equally powerful. For a single machine, a processing system may optimize for specific hardware, rather than assuming a generic back end. For example, a Solid-State Drive (SSD) has different performance characteristics than a Hard Disk Drive (HDD). Instead of assuming a black box for persistent storage, RASP [161] and FlashGraph [169] optimize for SSD storage, which handles simultaneous non-sequential requests much better than HDD storage.

Similarly, a graphical processing unit (GPU) can be used to offload (part of) the computation. GPUs are an integral part of mainstream computing systems and are highly parallel processors, but markedly different from commodity processors [112]. For example, TOTEM [49] processes high-degree vertices on the CPU and offloads the low-degree vertices to the GPU. Other frameworks offload computation for the whole graph to the GPU ([46, 83, 171, 172]).

Hardware and network topology does not have to be uniform in a cluster. Some machines may have a newer generation of hardware or some machines may be better connected than others. Surfer [29] recognizes these heterogeneity challenges for cloud computing and tries to partition the graph based on available bandwidth between machines.
4.5 Data Representation

Graphs come in many different shapes and forms (Section 2.2). General-purpose frameworks leave loading input data to the user. This allows users to work with any desired graph, although substantial and repetitive implementation effort might be required for each new application. Pregel[99] introduced graph templates to let programmers use custom data types for vertices and edges in combination with a simplified loading scheme.

Graph processing systems generally restrict input to specific graph types. An undirected edge can be represented using two directed edges, which is why most graph frameworks work with directed edges. Few have explicit support for undirected graphs to reduce memory requirements ([25, 53, 130, 137, 169]). Hyperedges, i.e. edges that join more than two vertices, are not explicitly supported by any framework. Representing a graph using a matrix restricts the number of edges between vertices to one at most, which means that multigraphs cannot be represented.

A lot of graph analytic algorithms use the graph structure as an independent, immutable topology. For example, in computations for PageRank, there is a value assigned to each vertex, but the actual structure of the input graph remains static. Although graph mutation is crucial for some algorithms, such as graph coarsening and graph sparsification [143], facilitating the feature increases difficulty as mutation conflicts can arise [99] and memory management must be dynamic [48].

5 Programming Model

A higher-level programming interface should make it easier for the user to implement graph applications. Depending on the level of abstraction, the framework can implicitly take care of challenges such as parallelization, fault tolerance, and optimization (Section 8).

Three categories of programming models are discussed: General-Purpose programming models, Vertex-Centric, and Graph-Centric models.

5.1 General-Purpose

MapReduce[35] is a general-purpose framework which offers a programming model of the same name. Inspired by the functional programming paradigm, the map and reduce tasks work with immutable key/value pairs of data. The output from the map tasks will be the input for the reduce tasks (grouped by key). Programs are written in a serial fashion and will be automatically parallelized. Tasks are independent so simply rescheduling failed tasks masks failures.

A generalization of this model is the Directed Acyclic Graph (DAG) model. In this model, an application is represented as a DAG, where vertices represent tasks and edges represent the flow of data. For MapReduce, the DAG is simple with two vertices (map and reduce) and one edge between them. Most frameworks that work with DAGs offer basic tasks (map, reduce, join, sort, etc.), but allow users to implement custom operations as well ([2, 17, 164]).

DAGs cannot express iterative applications, because of the acyclic restriction. This can be worked around by adding an iterate task that executes a DAG until a convergence condition is met ([2, 20, 39, 166]). CIEL[105] allows users to spawn tasks dynamically, resulting in a dynamic DAG. epiC[74] provides a lower-level actor-based model on which models like MapReduce and DAG are implemented.

Less general, but still multi-purpose, is a matrix-centric abstraction model. Graphs are represented using an edge table (sparse matrix) and a vertex table (vector), and algorithms are formulated as a series of generalized matrix-vector multiplications ([21, 58, 78, 80, 148]).

5.2 Vertex-Centric

Malewicz et al. [99] (Pregel) introduced the “think like a vertex” paradigm, in which computation centers around
a single vertex. This graph-oriented paradigm limits the scope of each computation to create a fine-grained parallel system. Malewicz et al. [99] originally limit the direct scope of a vertex’s Compute function to its outgoing edges, but other compositions have been experimented with as well; Hoque and Gupta [69] (LFGraph) only expose the incoming edges, while Low et al. [93] (GraphLab) give access the direct neighborhood (incoming and outgoing edges, and the vertices they connect to).

Load balancing vertex-centric computations can be difficult for graphs with an unbalanced degree distribution — a phenomenon present in many real-world graphs [14]. Processing individual edges, a finer computation granularity, works around this problem. Gonzalez et al. [51] (PowerGraph) adjust Pregel’s vertex-centric programming model to work with edge computations. Computation is split into three phases: Gather, Apply, Scatter. Both the Gather and Scatter operations are applied on edge-level, rather than vertex-level. The Apply function is similar to Pregel’s Compute, but only has access to the “combined” edge value (accumulated in the Gather phase). Scatter updates the edge values based on the new vertex value. GRE[160] and X-Stream[122] have similar models, but move the Scatter phase to the beginning of an iteration.

Similar to vertex-centric in terms of scope limitation, but fundamentally different in mindset, is the visitor-based programming model. In a vertex-centric model, all vertices are scheduled concurrently, whereas a visitor-based model schedules vertices based on an underlying search pattern. Users define callbacks for exploratory events, such as vertex discovery or edge traversal in a depth-first search [16]. This pattern is adopted mostly by parallel graph libraries ([16, 53, 61, 64]) that have taken over this approach from traditional libraries (i.e. the Boost Graph Library [136]). However, Buluc and Gilbert [21] note that this approach is inherently difficult to scale, because of the overhead in coordination.

5.3 Graph-Centric

The vertex-centric programming model is a high-level, graph-oriented, scalable abstraction. Some algorithms map naturally to its interface (e.g. PageRank [99]), but others are considerably more difficult to represent (e.g. betweenness centrality [68]). Restructuring traditional graph algorithms to be vertex-centric can be nontrivial and will result in non intuitive code. Green-Marl[66] offers a graph-centric model and lets the compiler handle optimization and parallelization. Compared to vertex-centric, a graph-centric model incorporates the notion of a (sub)graph.

Tian et al. [143] argue that “think like a graph” is more desired than “think like a vertex”. Such a model, as implemented by Giraph++[143] and GoFFish[137], allows for more coarse-grained parallelism. Rather than limiting computation scope to a single vertex, these systems perform computations on graph partitions. The authors argue that this approach increases data propagation speed significantly and makes it easier to port traditional algorithms.

6 Communication Model

Communication is an important element in graph analysis, as tasks have to communicate for coordination and data synchronization (Section 2.3). We distinguish between three models for communication: Dataflow, Message-Based, and Shared Memory. Finally, as will be discussed in Section 6.4, a distinction can be made in the direction of communication.

6.1 Dataflow

Dataflow refers to a communication model where state (i.e. data) flows through the system towards the next phase of computation. A DAG programming model (Section 5.1) represents this inherently: data moves along edges towards the next task. Load balancing and fault-tolerance are relatively straightforward as tasks can be executed on every processing unit. A task can even be preemptively scheduled on multiple machines [35].
However, in graph computations, the actual structure of the graph is mostly static and transferring this data causes a lot of communication overhead, especially over multiple iterations [39, 115, 166]. Frameworks like Twister[39], MR-MPI[115], and iMapReduce[166] differentiate between state data and static data, while Halloop[19] makes the scheduler loop-aware to minimize the excess of data movements between machines.

6.2 Message-Based

In a message-based communication model, state is local and messages flow through the system to update external entities. Pregel[99] first introduced the message passing concept for graph processing with its Vertex-Centric programming model. Here, each vertex is allowed to send messages to other vertices in the graph.

To make sure all new data is available for computation, a global synchronization step is required between iterations. This sequence of parallel computation, communication and synchronization is referred to as Bulk Synchronous Parallel (BSP) processing [146]. Fidel et al. [44] optimize for algorithms where the number of incoming messages is known a priori. If the exact number is known beforehand, each vertex can serve as a synchronization point.

To remove the synchronization step, update methods would have to be able to work with partial data. Zhang et al. [167] (Maiter) introduce a Delta-Based Accumulative Iterative Computation (DAIC) vertex-centric programming model that works with delta-based updates. However, this model can only represent algorithms in which messages are processed in an accumulative fashion.

6.3 Shared Memory

Communication through shared memory allows multiple processing units to access and mutate the same data. In Distributed Systems, the framework has to take care of transparent synchronization between workers to offer virtual shared memory. Race conditions are imminent when concurrent jobs can both read and write to the same memory space, so data consistency has to be taken care of explicitly.

In graph processing systems, virtual shared memory is realized through the use of ghost vertices [53, 93]. One worker is assigned ownership of the vertex, while other partitions work with immutable copies. Consistency can be assured by keeping ghosts immutable during an iteration [69], with (distributed) write locks [92], or with an accumulator [53, 116]. Restricting computation scope to adjacent neighbors limits the extra memory required for ghost data [51, 69, 92, 137].

6.4 Flow Model

Exchange of information between vertices can flow in two directions. In a push style flow, information flows from a vertex to its neighbors. For example, in a Single-Source Shortest Path (SSSP) algorithm, the active vertex notifies its neighbors of its new path length after an update [109]. In a pull style flow, information flows in the reverse direction, and the active vertex updates its own shortest path length by proactively reading the lengths of its neighbors’ paths.

In a pull mode flow, consistency is inherently guaranteed because the active vertex only updates itself. The downside is that a vertex is uninformed of neighbor updates, so there might be an overhead in checking for changes. In contrast, a push mode flow requires locks for every neighbor update [59]. Some algorithms cannot be expressed without support for pull-based communication (e.g. betweenness centrality), while for other algorithms it is an optimization (e.g. PageRank) [50].

Dataflow and Message-Based communication naturally map to a push-based communication flow, while Shared Memory maps to a pull-based flow. However, no communication method is inherent to one specific flow model. Active message pushing can be prevented by caching messages between iterations [167] and neighboring vertices can be locked in a shared-memory computation [92].
7 Execution Model

A high level Programming Model separates the computation model from the execution model. The execution model is partly determined by the computation scheduling order. The distinction between Synchronous Execution and Asynchronous Execution stems from the difference in time for when an updated value becomes visible to the rest of the graph. Scheduling can be done in batch, incrementally, or prioritized.

7.1 Synchronous Execution

Synchronous execution of a graph algorithm can be depicted as a sequence of iterations, delimited by a global barrier. Each iteration performs updates based on values from the last iteration (in parallel), and updated values are only exchanged between iterations. This regular communication interval makes it suitable for algorithms that perform lightweight computation and intensive communication, as communication bandwidth can be utilized better [156].

Synchronous execution prefers a large number of updates in each iteration so that the overhead of a global barrier is minimized [156], which makes it unsuitable for graph applications where computation converges asymmetrically.

It is also unsuitable for applications that require coordination between adjacent vertices. For example, in a greedy graph coloring algorithm, all vertices would synchronously change to the same color [51, 141, 156].

Push-based communication models (i.e. Dataflow and Message-Based) are synchronous by default, unless computation is performed on partial data (such as with accumulative message handling [167]). Extra memory is required to buffer updates between iterations.

7.2 Asynchronous Execution

Asynchronous execution lets updates be performed on the most recent data. Synchronization is performed as soon as possible, rather than through a global barrier, resulting in an irregular communication interval. This makes it suitable for applications that perform imbalanced computation and little communication [156].

In contrast to synchronous execution, development and debugging is more difficult because of the nondeterministic nature of computation [51]. In return, convergence is faster for many algorithms when updates are performed on most recent values (belief propagation, for example [52]). Some frameworks enforce a certain degree of determinism ([51, 87]) to make sure that multiple executions have the same result (note that this does not have to be equal to the result of a synchronous execution).

A pull-based communication model (i.e. Shared Memory) easily allows usage of most recent data. However, this does risk computation on unchanged data, resulting in useless work [168]. Because reads and writes may be intertwined, it also requires a system to introduce read-locks for data consistency [92].

When computation is centered around a group of vertices (i.e. a Graph-Centric programming model), data propagation within the group is asynchronous. Frameworks that make a distinction between local and remote vertices can benefit from local asynchronous computation while synchronization of remote values is still performed in synchronous iterations ([48, 141, 143]).

Xie et al. [156] note that the performance of the two execution modes varies significantly with different platforms, applications, input graphs, and execution stages and using an inappropriate execution mode may result in performance loss. The authors introduce PowerSwitch, a framework that transparently switches between modes during execution based on heuristic predictions.

Some systems are limited to one execution mode ([87, 99]), while others let the user choose during implementation ([92, 130]).
### 7.3 Scheduling

In parallel computation, all jobs are ideally performed concurrently. However, most programming models adopt a fine-grained parallelization scheme where the number of jobs exceeds the number of processing units. For example, in a Vertex-Centric model, each individual vertex is scheduled for computation, which means that each processing unit is assigned multiple jobs. The scheduling model determines the order in which jobs are processed.

In a bulk iteration model, all data is scheduled for processing in each iteration. Jobs are executed in arbitrary order and no discrimination is made by the importance of a calculation. This is common for Dataflow frameworks, where state flows through the system ([19, 39, 40, 166]). A convergence condition determines when to quit iterating; for example, when the result hasn’t changed (fixed-point iteration), or when the number of iterations has exceeded a limit.

Many iterative graph applications, however, converge asymmetrically (Section 2.1). The majority of vertices require only a single update for PageRank [92]; rescheduling already converged vertices for execution adds considerable overhead. Incremental scheduling processes only a subset of the data (the “active” set of vertices). Vertices can schedule themselves and others for future computation, implicitly (with a push-based Flow Model, e.g. Stratosphere[2] or Pregel[99]) or explicitly (e.g. GraphLab[92, 93]). Convergence is reached when no active vertices are left.

Zhang et al. [168] show that prioritized scheduling can result in faster convergence for several graph applications, such as SSSP and PageRank. Note that this scheduling method implies incremental scheduling and Asynchronous Execution. Here, vertices are explicitly scheduled for execution in combination with a user-defined priority level. Jobs are processed in descending order of priority, such that more influential computations are executed first.

### 8 Framework Abstraction

As discussed in Sections 3 and 5, a framework serves as an “extensible skeleton” that prevents users from dealing with substantial and repetitive implementation effort. This section discusses several features that can be taken care of through framework abstraction: Parallelization, Partitioning, Load Balancing, Fault Tolerance, and Optimization.

#### 8.1 Parallelization

We only take parallel graph processing systems into account for this survey. The parallelization aspect can be done implicitly by the framework (i.e. the user writes a sequential program) or explicitly. In contrast to libraries, frameworks work with the notion of “inversion of control”, which means that user code is called by the framework rather than the other way around [75]. This implies that the framework takes care of job scheduling (Section 7.3) and concurrent job execution.

However, some aspects of a correct parallel implementation might still be the responsibility of the user. Several systems offer multiple data consistency models from which the required model is manually chosen for each application ([51, 92, 93, 109]). Some systems require the user to work with atomic operations or accumulation functions ([116, 134]), while others leave consistency fully to the user ([48, 74, 83]). Krepska et al. [86] (HipG) work with customized synchronizers to explicitly coordinate barriers. When the user is required to consider the parallel aspect of an application, we refer to explicit parallelization. Otherwise, parallelization is implicit.
8.2 Partitioning

Partitioning refers to the way in which data is divided between workers. Traditionally, a good data distribution optimizes for equal processing time while minimizing communication between workers. However, realizing a minimum graph cut with equal-sized subsets is an NP-complete problem [47]. As a problem in itself, graph partitioning has received a lot of academic attention. For a general overview of recent work, the reader is referred to Buluc et al. [22]. For more parallel computing oriented surveys, the reader is referred to Hendrickson and Kolda [63], and Schloegel et al. [128].

In graph processing frameworks, we distinguish between partitioning techniques based on three classifications. First, does the input require a preprocessing step or does the algorithm work on-the-fly? On-the-fly (or streaming) graph partitioning reduces overhead by limiting computation to a single pass, while a preprocessing step is impeded less by time and other resource restrictions.

Several frameworks that optimize for out-of-core processing require a preprocessing step to convert input into an optimized storage format [58, 83, 87, 106, 163]. TOTEM [48] partitioning uses the degree distribution of the input graph, which requires an extra pass over the data. Chen et al. [29] (Surfer) process not the input data, but the network architecture to enable optimized partitioning.

Although not required, on-the-fly algorithms can still benefit considerably from a preprocessing step [22]. Salihoglu and Widom [124] (GPS) report an improvement in run time by up to 2.5x using this approach. Preprocessed data can be used for multiple runs.

Generally, the surveyed frameworks work with a simple streaming partitioning method to minimize the overhead of data loading. Typical algorithms for this purpose are random, range, and round-robin partitioning [36]. A simple abstraction, i.e. \( \text{hash(key)} \mod R \), where \( R \) is the number of partitions and \( \text{hash} \) is a user-defined function, allows for a certain degree of customization ([35, 99]). Using the identity function for \( \text{hash} \) results in a round-robin partitioning, while using a cryptographic hash function results in a more random partitioning.

The second distinction in partitioning techniques for graph processing is made by the support for dynamic repartitioning during execution, rather than using the same static distribution from start. Runtime behavior of an algorithm can be unpredictable, so using an adaptive partitioning method can improve performance. As there is extra communication required for reassigning data, it’s only beneficial for applications with more than a few iterations [12, 82, 124]. Note that dynamic repartitioning is implicit for load balanced Dataflow frameworks that do not separate static and state data.

The final distinction can be made by looking at where in the graph is cut. An edge-cut evenly assigns vertices to partitions with a minimal number of crossing edges, while a vertex-cut evenly assigns edges to partitions with a minimal number of crossing vertices. For many real-world graphs, where degree distribution follows a power law [14], a vertex-cut leads to a more balanced partitioning [51]. However, computations need to be expressed on edge-level to allow for efficient parallel computation [51, 122, 160].

8.3 Load Balancing

In parallel computing, it is key to evenly distribute workload between available workers. Stragglers are tasks that take significantly longer to finish than the rest, and prevent further execution because of it. They arise when workload is unbalanced, through improper partitioning, multi-tenancy or hardware variability, for example.

Although tightly related to Partitioning, load balancing can also be realized by other (transparent) means. When data is shared or replicated between workers, computation is not restricted to one processor. In load balancing through work stealing, the first available worker takes care of the computation. This approach is generally used in General-Purpose Data Processing systems, such as iHadoop [40] and iMapReduce [166], but also in shared-memory frameworks, such as Grace [117], MapGraph [117], and FlashGraph [169]. In stateless systems, preemptively scheduling duplicate tasks can help mitigate stragglers [35, 72].

When no adaptive load balancing is performed, the initial data distribution determines the workload balance. Dynamic repartitioning can also be regarded as an adaptive load balancing technique. We will distinguish
between static and dynamic load balancing techniques. For an extensive comparison between both, the reader is referred to Kameda et al. [77].

8.4 Fault Tolerance

Reliability becomes a challenge in a system with multiple machines (Section 2.3), as the chance of machine-failure is non-negligible [147]. Failing machines can be detected by means of a simple timeout mechanism, either by the whole group or by a central coordinating process. We observe that most of the surveyed frameworks aimed at working in a distributed environment adopt the master-worker paradigm, where a single master process is responsible for global coordination and a group of workers perform computation.

Treaster [144] differentiates between recovery techniques for the central and parallel components in an application. The most common means for both are replication and rollback, respectively. For fault tolerance through replication, a second machine acts as a copy of the main machine and takes over in the event of failure. Fault recovery with a rollback mechanism assumes the presence of stable storage (where data will be accessible even if the machine fails). Rollback protocols can be based on checkpoints or message logs [41]. Most surveyed frameworks work with a distributed checkpointing protocol that saves state to a distributed file system (e.g. Hadoop Distributed File System [135]), but pay little attention to failure of the master machine.

Low et al. [92] note that a strong emphasis on fault tolerance in graph processing systems is questionable, because the optimal interval between checkpoints (balancing cost of fault tolerance against cost of a job restart) usually exceeds total application running times. Wang et al. [152] (Imitator) introduce a replication-based protocol for workers based on already present ghost vertices.

We will distinguish between frameworks through the impact of machine failure. Transparently rescheduling work from a failed machine has little recovery impact, but might introduce overhead to facilitate ([2, 35, 152, 159]). Checkpoints introduce less overhead during computation, but a rollback possibly requires redoing some computations ([39, 92, 99, 116]). When fault recovery is not explicitly supported, the system requires computation to restart from scratch ([56, 59, 86, 115]).

8.5 Optimization

Many graph applications contain similar computation patterns (Section 2.1). By providing a Programming Model that explicitly supports such patterns, frameworks can optimize their implementation.

The most notable example for such a pattern is iterative computation. Early general-purpose data processing frameworks (i.e. MapReduce[35] and Dryad[72]) did not have explicit support for computation until convergence, which results in a significant overhead of manual iterative scheduling (hence the emergence of iterative MapReduce variants, such as HaLoop[19], Twister[39], and iMapReduce[166]). All surveyed graph processing frameworks support this feature.

Another feature that most graph frameworks explicitly support is an aggregation mechanism (e.g. aggregators in Pregel[99], sync operation in GraphLab[92, 93], accumulators in Spark[164]). Such a mechanism combines values from each independent computation and globally publishes the aggregate before the next iteration. This can be used for global coordination and to gather statistics. Note that a similar result can be achieved by adding a custom aggregation vertex with undirected edges to all other vertices. However, broadcasting the same value to all workers can be optimized by the framework [150]. Low et al. [93] (GraphLab) apply this feature in an asynchronous setting, where aggregations run continuously in the background.

Some graph algorithms are a combination of parallel and sequential computations [56, 124]. Multiple frameworks support global execution, i.e. the explicit expression of sequential computations between parallel iterations ([56, 124, 134, 173]). This prevents the sacrifice of a globally coordinated parallel iteration where only one computations takes place.
9 Taxonomy

Table 1 presents our taxonomy of the surveyed parallel graph processing systems. As described in Section 4, we distinguish between Shared and Distributed memory systems. Similarly, programming models (Section 5) are categorized into DAG, Matrix, Vertex-centric, Graph-centric, and Visitor models. Master-Worker and Decentralized are the categories for coordination. For the other features listed in Sections 4 to 8, a distinction is made between explicit, user choice, and implicit support. Systems are ordered by year of first appearance and grouped into four categories: general-purpose, library, distributed architecture, and shared memory architecture.

With MapReduce in 2004, Dean and Ghemawat [35] started a trend of distributed general-purpose data processing frameworks. Around the same time, Gregor and Lumsdaine [53] and Hielscher and Gottschling [64] made an effort to parallelize the Boost Graph Library (BGL) [136]. However, it wasn’t until 2009 that frameworks offered a more suitable interface for arbitrary graph applications; PEGASUS [80] introduced a more graph-oriented programming model (generalized matrix-vector multiplication), while Stratosphere [2] added support for iterative computation in a general-purpose DAG programming environment (Section 5.1). In the following years, general-purpose frameworks further optimized MapReduce ([19, 39, 40, 115, 165, 166]) and other DAG models ([17, 74, 104, 105, 164]) to work better for a broader range of applications (such as graph processing).

Malewicz et al. [99] introduced Pregel in 2010, a truly graph-specific framework with a vertex-centric programming model. As source code was not disclosed, multiple open source clones originated (Phoebus [140], JPrege [24], Bagel [6], GoldenOrb [120], Giraph [7], Pregelix, BC-BSP [13]). Giraph, the most notable clone, is currently used by Facebook. Giraph ([124, 131, 141, 143, 172]) has since evolved with help of academic attention. Rather than taking a drastically different approach, most research focuses on the value of complementary features such as a slightly different programming model (Section 5.2), asynchronous execution (Section 7.2), or dynamic repartitioning (Section 8.2).

Inspired by Pregel, a surge of the number of single machine frameworks occurred in 2012. Recent research in this direction tries to exploit performance characteristics of modern hardware (Section 4.4) such as SSDs ([161, 169]) and GPUs ([25, 46, 83]). Although programming models are similar, implementation is much more focused at efficient storage, rather than communication in distributed systems.

We make several observations from our survey. Firstly, graph libraries aside, all groups have been a hot topic of research. Secondly, the increased generality of general-purpose systems has resulted in several front ends for graph-oriented applications ([78, 80, 109, 158]), which emphasizes that research in these directions overlap to a certain extent. Thirdly, there does not appear to be a consensus between framework builders regarding the “optimal” selection of features. Implicit parallelization, stream partitioning, and optimization for iterative computation and global aggregation are the only basic features (Section 8) implemented by most frameworks. The decisions for push/pull flow (Section 6.4) and synchronous/asynchronous execution (Section 7) are most often left to the user. Among graph processing frameworks, the vertex-centric programming model (Section 5.2) is very popular. Finally, a lot of systems are alike from a top-level point of view, but differ in implementation. Implementation greatly influences performance, but also other aspects, such as usability and stability. Measuring these aspects of a framework requires a more hands-on comparison.
### Taxonomy of parallel graph processing frameworks

<table>
<thead>
<tr>
<th>Year</th>
<th>System</th>
<th>Platform</th>
<th>Computational Model</th>
<th>Framework Abstraction</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>MapReduce/Hadoop [3, 31]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2007</td>
<td>Dryad/DryadLINQ [72, 162]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Rama [28]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Spark [64]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Picasso [160]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>PrRe [60]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>CEL/SkyWrite [85]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Mpire [104]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>epigraph [74]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2007</td>
<td>MTGL [16]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2009</td>
<td>Thrust Graph Library [84]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2009</td>
<td>STINGER [1, 8]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>Compress (KDD) [21, 95]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>STAPL Graph Library [61]</td>
<td>SD</td>
<td>SD</td>
<td>SD</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>MMAP [123]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2009</td>
<td>PEGASUS [80, 81]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Pregel [39]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Surf [29, 8]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Phonon [40]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>GoldenGob [38]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>GBASE [78]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2011</td>
<td>HGC [36]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>Trinity [56]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>MisoGraph [1]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>MissGraph [2]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>GraphGPU [32, 143]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>Graph [7]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>Distributed GraphLab [32]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>PowerGraph [31]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>X-Prograph [ScaleGraph] [12]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Grep [44]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Giraph [14]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>G2 [72]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Titan-Hadoop [Fama] [9]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Power [18]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>GraphX [58]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>LPGraph [69]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>PropGraph [18]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>PowerLyra [28]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>PowerSwitch [16]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>GoGraph [37]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>Cyclops [27]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>Impulse [52]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>GraphHP [36]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>Senograph [59]</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>Signal/Collect [138]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2010</td>
<td>GraphLab [13]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>GraphLab [13]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>GraC [17]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2012</td>
<td>TOTEM [48]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Memoz [71]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>RASP [61]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>X-Streams [22]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>GRACE &amp; Graph [12]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>Gabriel [09]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2013</td>
<td>TurboGraph [8]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>Path [63]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>IPP [106]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>FlashGraph [69]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>GraphCont [10]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>GaiaH [83]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
<tr>
<td>2014</td>
<td>MPGraph/MaGraph [46]</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>W</td>
</tr>
</tbody>
</table>

Table 1: Taxonomy of parallel graph processing frameworks

- explicit support — ○ explicit support, user choice — * implicit support
10 Discussion

Several questions remain unanswered and pose interesting future research directions. For example, how effective are the currently proposed programming models? Elser and Montresor [42] note that vertex-centric programming interfaces (from Hama[129], GraphLab[92, 93], Giraph[7]) are a better fit for graph problems than the general-purpose interfaces from Hadoop[33] (MapReduce) and Stratosphere[2]. However, it is unclear what the performance implications are for arbitrary algorithms, as efficient implementation is still up to the user. Lin and Schatz [91] present design patterns for efficient graph algorithms in MapReduce that achieve an improvement in running time by 69% for PageRank.

Salihoglu and Widom [126] argue that efficient implementation of graph algorithms on Pregel-like systems is still surprisingly challenging. Nguyen et al. [109] show that similar programming models (GraphLab, PowerGraph[51], Ligra[134]) perform differently for varying algorithms and input graphs. The authors argue that this is inherent to the models’ restrictiveness and not their implementation. A high-level domain-specific language (Section 3.5) such as Green-Marl[66] is promising in this regard, as it allows frameworks to offer optimized primitives, rather than relying on the user for optimal implementation. HelP[125] takes a similar approach by exposing a set of high-level primitives for graph processing on top of GraphX[158].

For most of our surveyed systems, it is not clear what kind of algorithms can be expressed efficiently. Algorithms like PageRank and SSSP map naturally to Vertex-Centric programming models and are often used for performance comparisons in literature, but it would be interesting to see more challenging algorithms taken into account as well (such as strongly connected components or minimum spanning forest [126]).

Proper benchmarks could be used to answer the above and other performance-related questions, e.g. are standalone frameworks required or can general-purpose frameworks be extended?, when is a single machine sufficient?, to what extent can heterogeneous architectures be exploited?. Little is known about how systems relate in terms of performance. Several attempts at a comparative performance evaluation have been made ([42, 55, 57, 76]), but only with a very small subset of the frameworks, due to the considerable amount of effort required. In general, the outcome is that there is no “best” framework (although MapReduce frameworks generally perform worse for graph applications). Giving insight into these performance characteristics would make framework selection easier.

More insight in performance characteristics for frameworks, graphs, and algorithms should also enable predictions for resource requirements. Answers to questions like what architecture is best suited for this application? or how many machines are needed to process this graph? are currently unknown, but can benefit a large number of users.

Next to the challenges in evaluating built systems, there are still challenges in designing new frameworks as well. Typically, graph databases do not support offline batch processing of graphs (Section 3.3), but does there have to be a distinction between graph data management and graph analysis? Performance of algorithms greatly depend on proper input partitioning, which is one of the key elements of a DBMS.

Can multiple applications work on a shared graph structure? When graph structure remains largely static during computation, it is unnecessarily expensive to load the input data more than once. Xue et al. [159] (Seraph) decouple graph structure from job data to allow multiple concurrent jobs.

Finally, can graph frameworks facilitate efficient analysis on data streams? We notice that a lot of frameworks focus on the volume aspect of big data, but ignore the challenge in velocity (Section 2.2). A lot of data is constantly changing and continuous bulk analysis of the entire input causes significant overhead, especially when the majority of the result does not change. Kineograph[31] and Chronos[59] allow for incremental processing of snapshots. On top of that, Chronos enables processing of historical data, which is another interesting concept for analysis.
11 Conclusion

Graphs are a powerful abstraction mechanism for representing relationships between data entities. Popular in many branches of science and industry, graphs keep growing in size and efficiently processing them remains challenging.

In this survey, we have showed that frameworks have to deal with challenges inherent to graph applications on top of general challenges in big data and parallel computing. Graph computations are typically data-driven, while graphs have an irregular structure and size that can exceed the memory of a single machine, resulting in poor data locality and nontrivial parallelization.

We have presented a taxonomy that classifies over 80 parallel graph processing systems based on distinctive features related to the Platform, Programming Model, Communication Model, Execution Model, and Framework Abstraction. We concluded that most literature focuses on the value of complementary features, rather than taking drastically different approaches. A lot of systems are alike from a top-level point of view, but differ in implementation. There does not appear to be a “best” combination of features.

Proper benchmarks, an open research challenge, can be valuable in comparing frameworks based on other aspects, such as performance, usability, and stability. Currently, it is not clear what kind of algorithms can be expressed efficiently by most frameworks. Performance characteristics differ based on architecture, programming model, algorithm implementation, and input data. High-level domain-specific languages and framework optimized primitives have potential in this regard. Performance prediction, another open challenge, should ease choosing the proper execution platform.

Finally, there are still open research challenges for framework design. From the initially listed challenges in graph processing, the velocity of big data is not taken into account most often. In this respect, frameworks might use a shared graph structure for multiple applications to reduce memory overhead or facilitate the processing of data streams.
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