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ABSTRACT

Big Data processing has become an integral part of many applications that are vital to our industry, academic endeavors, and society at large. To cope with the data deluge, existing Big Data platforms require significant conceptual and engineering advances. In particular, Big Data platforms for large-scale graph processing require in-depth performance analysis to continue to support the broad applicability of linked data processing. However, in-depth performance analysis of such platforms remains challenging due to many factors, among which the inherent complexity of the platforms, the limited insight provided by coarse-grained “black-box” and inefficiency of fine-grained analysis, and the lack of reusability of results. In this work, we propose Granula, a performance analysis system for Big Data platforms that focuses on graph processing. Granula facilitates the complex, end-to-end processes of fine-grained performance modeling, monitoring, archiving, and visualization. It offers a comprehensive evaluation process that can be iteratively tuned to deliver more fine-grained performance information. We showcase with a prototype of Granula how it can provide meaningful insights into the operation of two large-scale graph processing platforms, Giraph and PowerGraph.

1 INTRODUCTION

Our society generates and processes increasingly more massive datasets, which are part of the worldwide digital universe already amounting to zettabyte [17]. Extracting useful knowledge from these large and complex datasets is one of key drivers of growth in the digital economy [10], but requires significant advances in the performance and efficiency of Big Data processing tools. To enable these advances, understanding the performance of a Big Data system is a crucial but challenging step. Coarse-grained performance analysis is useful for high-level system comparison and benchmarking [18], but cannot explain choke-points [2] or indicate which parts of the system can be improved. Fine-grained performance analysis is crucial in debugging, tuning system performance, and in finding points that require new system designs, but remains challenging and costly at scale even for non-data-intensive applications [4]. In this work, we propose our vision for and show preliminary experimental results obtained with Granula, a framework for fine-grained performance analysis of one specific but widely used class of large-scale Big Data processing systems.

Large-scale graph processing is a type of Big Data processing that specializes in the processing of massive graphs. A graph is typically defined as a data structure consisting of a collection of vertices and a set of edges connecting the vertices. As edges can occur between any two arbitrary vertices, the workload of graph application is highly irregular and imposes challenges in parallelizing and distributing the workload into multiple machines that do not appear in regular workloads. Thus, large-scale graph processing is one of the more challenging Big Data domains.

Due to the rapid development of and the large variations between Big Data platforms, it is challenging for users to compare and select the platform most suitable for their needs, or even for one application. Currently, tens of specialized Big Data platforms focus on diverse aspects of large-scale graph processing [7], e.g., Apache Giraph [6] on scalability, PowerGraph [19] on graphs with power-law distributions vertex-/edge-degrees, Oracle PGX.D [16] on the capabilities of powerful resources, and Intel GraphMat [24] on the similarities between graph processing and linear algebra. They also take widely different implementation approaches, as indicated by our summary in Table 1 and exemplified in Section 3.4.

Even when a Big Data platform has been selected, incorrect configuration or poor use can lead to performance slowdowns of several orders of magnitude [14, 23]. General Big Data platforms, such as the MapReduce-based Apache Hadoop [25], have not been able so far to process graphs without severe performance penalties [14, 20, 23]. Specialized platforms can also raise intricate configuration problems [14], and tuning challenges that vary across applications and datasets [18].

Performance evaluation is the process of deepening the understanding of the performance of these Big Data platforms by quantifying system performance, explaining performance differences, identifying overheads/bottlenecks, and recommending configuration improvements. We argue that the current state of performance evaluation of Big Data platforms in general, and of graph-processing platforms in particular [18, 20, 23], does not completely accomplish these goals. There are non-trivial issues in focusing on the complex architecture of each platform; in enabling the analyst to control the trade-offs between the fast, coarse-grained, “black-box” performance analysis, and the costly, fine-grained analysis; in analyzing data-processing end-to-end; and in sharing performance results for the entire community of analysts. Toward addressing these issues, the main contributions of this work are threefold:

1. We identify four main issues in the performance evaluation of Big Data platforms (Section 2).

2. We present the design of Granula, a performance evaluation system for Big Data (graph-processing) platforms...
We identify four main issues in the current performance-evaluation approaches for Big Data platforms, which in our view need to be addressed systematically and comprehensively through approaches such as our \textit{Granula:}

1. \textbf{Lack of an end-to-end evaluation process: }Overall, without a well-defined, standardized evaluation process, analysts need to redesign from scratch important or even all steps of the process: analyzing the Big Data platform, collecting metrics from the environment, storing data in specific format, and visualizing the final results. Different designs can lead to widely different processes, and even incomparable results.

2. \textbf{Limited reusability of performance studies:} A performance study can only be considered widely applicable when its results provide fundamental insights into system performance, and/or its evaluation process can be easily applied in different scenarios. However, in practice, performance studies are often out-dated quickly, as the Big Data ecosystem is rapidly evolving with new systems and updates [7]. Most performance studies are not easily reproducible and the results are not directly comparable. As a result, developers and users cannot fully benefit from these performance studies.

3. \textbf{Shortcomings in coarse-grained evaluation:} Many studies [14, 22, 23] consider a Big Data platform as a “black-box”: by varying the input parameters (e.g., data size, type of algorithms, configuration) and by observing the corresponding changes in outputs (e.g., the execution time, resource utilization, cache hits), the analysts derive general, benchmarking-like conclusions on the performance of these platforms. However, overall outputs are poor indicators of where new concepts or good implementation can be most effective, because such outputs are consequences of many hidden internal operations. Neglecting the internal architecture of these platforms, the coarse-grained approach can only quantify, but not explain the performance differences between platforms.

4. \textbf{Inefficiency of fine-grained evaluation:} To gain a comprehensive understanding, the analysts could resort to fine-grained performance evaluation, for analyzing and quantifying the performance of the internal operations of Big Data jobs. However, conducting fine-grained performance evaluation requires much time and many (specialized) resources: in-depth and specific knowledge of each platform, effort to set up the experimental environment, occupation of computing and data infrastructure during experiments, and generation of large volumes of empirical data than must later be processed and further understood. Often, the effort required to conduct full-platform fine-grained evaluation cannot be justified.

## 3 \textbf{Granula: Vision and Design}

In this section, we present our vision for \textit{Granula}, a fine-grained performance evaluation system for Big Data platforms.

### 3.1 Requirements

Comprehensive performance evaluation is challenging, due to the high complexity and diversity of Big Data platforms. To mitigate the significant yet inevitable investment in time and effort required to evaluate system performance, and allowing analysts to navigate the issues presented in Section 2, the design of \textit{Granula} needs to satisfy the following requirements:

(R1) \textbf{Comprehensive:} Support an end-to-end evaluation process. (This addresses Issue 1.)

(R2) \textbf{Standardized:} Facilitate a reusable procedure across different platforms, so that the evaluation process is reproducible and the results are comparable. (Issue 2)

(R3) \textbf{Incremental:} Provide an iterative procedure that allows performance study to be done incrementally, balancing between the investment of effort and the comprehensiveness of results. (Issues 3-4)

(R4) \textbf{Automatable:} Reduce the amount of technical work by providing an implementation that automates the repetitive procedures in the evaluation process.

### 3.2 Performance Model (for Big Data platforms)

To study system performance, \textit{Granula} applies a modeling language (see Figure 1) to abstract the complex operations and their relationships, which is designed to be generically applicable (requirement R2) to many Big Data platforms. The modeling language describes a Big Data job as a hierarchy of operations; a job at the top level of the performance model, consisting of multiple internal operations which are recursively decomposable into underlying operations. This enables expressing Big Data jobs as a complex flow of operations consisting of multiple stages, running on multiple machines.
Operations are the most important concept in the performance models developed with Granula. Each operation is annotated as an actor (e.g., resource) executing a mission (e.g., a computational algorithm, a communication protocol). Granula supports explicit description of operational patterns typically found in Big Data platforms, including task parallelism (multiple actors executing the same mission) and iterative processing (a mission being executed repeatedly by the same actor). Internally, the performance characteristics of each operation are described by its information set (info), which can be used to derive sophisticated performance metrics. Externally, the role of each operation in the platform is described by its links to the parent operation, and/or to the filial operations.

By using a top-down approach, analysts are able to study a Big Data platform and develop its performance model incrementally (R3), from coarse-grained to fine-grained, focusing only on system-components of interest. Analysts can build incrementally a performance model for each platform, to express their increasing understanding of system operations and to focus on the key performance issues. Although models depend on the vision of their creators, we propose that each platform could be modeled with at least three levels of abstraction: the domain level (1st), the system level (2nd), and the implementation level (3rd and finer-grained). The domain level summarizes the common elements in a particular domain, i.e., graph processing. The system level describes the operation workflow of each platform, allowing analysts to pin-point which system operations are suffering from performance issues. Finally, the implementation level reflects various implementation details, demonstrating the effectiveness of optimization techniques and showing the actual causes of performance issues.

3.3 Evaluation Process

To support a comprehensive end-to-end evaluation process (R1), the key elements of the evaluation process are formalized as four standard, consecutive sub-processes (R2): modeling, monitoring, archiving and visualization (Figure 2).

**P1** Modeling: First, analysts study the design and the implementation of a platform, and express their understanding in the form of a performance model (Section 3.2), an abstract representation of the system’s operations and performance characteristics. In the performance model, analysts define (1) the relationships between operations inside a job, (2) the set of raw data to be collected from the platform, and (3) the rules to transform raw info into performance metrics.

**P2** Monitoring: Then, analysts set up an experimental environment to run platform jobs and monitor the system, gathering info as defined in the performance model. Two types of performance data are collected: (1) platform logs reveal the internal operations of the platform; (2) environment logs reveal the performance impact on the underlying cluster environment.

**P3** Archiving: After experiments, the info of each job is collected, filtered, and stored in a performance archive with a standardized format. This performance archive encapsulates the performance results of each job, and allows users to query the contents systematically.

**P4** Visualization: Finally, the archived performance results are presented in human-readable visuals, which allows efficient navigation and presentation of the results among analysts.

Knowledge about a Big Data platform’s performance is built incrementally (R3). In each iteration of the evaluation process, analysts first study the platform and update the performance model with the insights gained during the previous iteration. Then, they execute platform jobs and acquire new performance archives. By reviewing and analyzing the resulting visuals, new insights in the platform’s performance may be gained. In each iteration, analysts focus only on the system components that need finer-grained analysis, refining at most a subset of the model.

The entire evaluation process is implemented and modularized in Granula, which allows the process to be highly automated (R4): analysts only need to focus on the conceptual analysis (modeling), while Granula performs the repetitive technical tasks (monitoring, archiving, and visualization).

3.4 Large-scale Graph Processing

Showing how Granula can evaluate the performance of distributed graph processing platforms allows us to demonstrate the usability of Granula for a concrete application-domain. Many graph-processing platforms already exist, covering a broad set of characteristics [7]. Table 1 compares 7 platforms widely used in academia and practice, across 8 high-level characteristics. For example, Giraph [6] uses an iterative vertex-centric programming model similarly to Google’s Pregel, is designed for generic graphs, and is implemented on top of Apache Hadoop’s compute- and storage-management systems. PowerGraph [13] uses a programming model known as Gather-Apply-Scatter (GAS), is designed for real-world graphs which have a skewed power-law degree distribution, and does its own resource management.

To cope with platform diversity, we focus with Granula on the core process of any large-scale graph processing system. To process
In this work, we compare two platforms: Giraph and PowerGraph. For each, we run the BFS algorithm on \( dg1000 \) (a large Datagen [9] graph with 1.03 billion vertices and edges), using 8 compute nodes on the DAS5 Dutch supercomputer [3].

4.1 Building Performance Models

Using the concepts and following the levels introduced in Section 3.2), we have built Granula performance-models for various type of graph processing platforms, e.g., Giraph and Powergraph.
4.2 Quantifying System Performance

To quantify system performance, Granula gathers empirical performance data by executing real-world graph processing jobs on these platforms. The collected data are automatically filtered, analyzed, and eventually stored in a performance archive, based on the Granula performance model defined by the analyst.

Figure 5 depicts the domain-level job decomposition of executing the BFS algorithm on dg1000 graph using Giraph and Powergraph. Conceptually, the performance models at the domain level are similar across platforms (See Figure 3), but lead to significant performance differences during real-world execution. For Giraph, the setup (Startup and Cleanup), input/output (LoadGraph and OffloadGraph), and processing (ProcessGraph) operations contribute 30.9%, 43.3%, and 25.8% to the overall runtime, respectively. For Powergraph, despite a faster processing time, 94.8% of the runtime is spent on input/output operations (LoadGraph and OffloadGraph), leaving the algorithm execution (ProcessGraph) at under 3.1% of the runtime. The prolonged I/O time indicates performance issues in the data loading process of Powergraph.

Based on the domain-level job decomposition, analysts can identify potential performance issues in different stages of the system operation workflow, and make strategic decisions whether it is necessary to continue more fine-grained investigation to uncover the root cause of the performance issues.

4.3 Monitoring Resource Usage

To further help diagnose the problem, Granula can also make use of fine-grained performance data (such as the resource utilization, i.e., CPU usage) from the underlying cluster environment, and map these data to the each corresponding system operation. For example, Figures 6-7 depict the cumulative CPU usage of distributed Linux processes on eight DAS5 compute nodes mapped to Giraph and Powergraph jobs, respectively.

4.4 Visualizing System Behavior

To understand better how finer-grained operations function, analysts can also use Granula to visualize operations at the system and, especially, at the implementation level. For example, Figure 8 depicts the details in the execution of superstep, when running the BFS algorithm on Giraph.

As defined by the Giraph performance model (See Figure 1), each Superstep operation can be further decomposed into PreStep, Compute, and PostStep. We observe that the compute workload is not distributed evenly among supersteps; for example, superstep Compute-4 takes significantly longer to run than the others. We also observe that the workload is not balanced among workers; for
example, for Compute-4 and for other supersteps, some workers take more time to complete their computation than others, while the other Giraph workers are simply waiting at the superstep barrier. Furthermore, there are significant performance overheads in superstep synchronization, which can be observed in the idling time, that is, large (visible) gray PreStep and PostStep operations around the light-blue Compute operations.

The visualization of workload imbalance in the Giraph example indicates that performance analysts can use Granula to test existing performance issues, especially of the kind visible only at very fine granularity.

5 RELATED WORK Overall, Granula adds to related work in Big Data support for a standardized and automatable evaluation process. It also improves the specific step of performance evaluation: performance studies, including our previous work, either employ an inaccurate coarse-grained evaluation method that is typical to benchmarking [8, 14, 15, 20, 23]; or focus on a reduced subset of internal operations of Big data platforms, e.g., use of fine-grained hardware resources [11, 22]. In contrast, through its incremental evaluation, Granula empowers the analyst to control the trade-off coarse-/fine-grained analysis.

Our work on Granula also extends significantly our state-of-the-art work in benchmarking graph-processing platforms [18]—with Granula, we focus on a complete evaluation process including modeling, and on fine-grained analysis vs. coarse-grained benchmarking.

6 CONCLUSION AND FUTURE WORK End-to-end, shareable performance evaluation remains a needed yet missing capability in Big Data processing. In this work, we propose the design of Granula: a fine-grained performance analysis system for Big Data platforms which facilitates performance modeling, monitoring, archiving, and visualization. Granula applies an incremental evaluation process, in which analysts can develop their understanding of a Big Data platform by systematically building a comprehensive performance model for that platform. This gives analysts a tool to control the trade-off between the high-accuracy of fine-grained analysis and the low-cost of coarse-grained analysis.

We demonstrate the capabilities of Granula by conducting fine-grained performance evaluation on two graph processing platforms, Giraph and Powergraph. The results show that our system can simplify the work of performance analysts, help them quantify the performance characteristics of system operations, identify hidden performance issues, and explain system behaviours with fine-grained performance data.

In our ongoing work, we continue toward our vision of Granula: to continue the development of our research prototype and fully implement the four main Granula modules to support an end-to-end performance evaluation process; to further enhance Granula’s ability to support performance analysis, for example on choke-point analysis and failure diagnosis; to help integrate performance analysis as part of standard software engineering practices, in the form of performance regression tests; to develop a larger library of comprehensive performance models for various types of large-scale graph processing platforms, and to conduct fine-grained performance analysis on more Big Data platforms.
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