


Experimental Setup

Synthetic and Real Traces

• Synthetic Workloads: 5 arrival patterns
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• Real Trace: ANL Intrepid 2009

• 8 months

• 68,936 jobs

Deng, Verboon, Iosup. A Periodic Portfolio Scheduler for 
Scientific Computing in the Data Center. JSSPP’13.



Experimental Results, Synthetic Workloads

Resource Utilization + Workload Utility
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• POrtfolio leads to better utility

• Start-Up leads to poor utility

• POrtfolio leads to high utilization

• Start-Up leads to poor utilization

Deng, Verboon, Iosup. A Periodic Portfolio Scheduler for 
Scientific Computing in the Data Center. JSSPP’13.



Experimental Results, ANL Intrepid Workload

Cost + Utilization + Utility
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• POrtfolio not best for each metric

• POrtfolio leads to low cost

• POrtfolio leads to high utilization

• POrtfolio leads to high utility (slowdown-utilization compound)

Deng, Verboon, Iosup. A Periodic Portfolio Scheduler for 
Scientific Computing in the Data Center. JSSPP’13.



Experimental Results

Operation of the Portfolio Scheduler
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• Policy change follows arrival pattern

• ANL-Intrepid between Steady and Periodic

Deng, Verboon, Iosup. A Periodic Portfolio Scheduler for 
Scientific Computing in the Data Center. JSSPP’13.



Experimental Results

Operation of the Portfolio Scheduler
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• No single policy is always selected for the same workload

• Different workloads, different top-3 policies

Deng, Verboon, Iosup. A Periodic Portfolio Scheduler for 
Scientific Computing in the Data Center. JSSPP’13.



Portfolio Scheduling for Online Gaming
(also for Scientific Workloads)

• CoH = Cloud-based, online, Hybrid scheduling

• Intuition: keep rental cost low by finding good mix of machine 

configurations and billing options

• Main idea: portfolio scheduler = run both solver of an 

Integer Programming Problem and various heuristics, then pick 

best schedule at deadline

• Additional feature: Can use reserved cloud instances
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• Additional feature: Can use reserved cloud instances

• Promising early results, for

Gaming (and scientific) workloads

Shen, Deng, Iosup, and Epema. Scheduling Jobs in the 
Cloud Using On-demand and Reserved Instances, EuroPar’13.



Related Work

• Computational portfolio design

• Huberman’97, Streeter et al.’07 ’12, Bougeret’09, Goldman’12, Gagliolo

et al.’06 ’11, Ohad Shai et al. JSSPP’13 (please attend!)

• We focus on dynamic, scientific workloads

• We use an utility function that combines slowdown and utilization

• Modern portfolio theory in finance
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• Modern portfolio theory in finance

• Markowitz’52, Magill and Constantinides’76, Black and Scholes’76

• Dynamic problem set vs fixed problem set

• Different workloads and utility functions

• Selection and Application very different

• Historical simulation

• General scheduling

• Hyper-scheduling, meta-scheduling

• The learning rule may defeat the purpose,

via historical bias to dominant policy

• Dynamic selection and reflection processes



Agenda

1. Introduction to IaaS Cloud Scheduling

2. PDS Group Work on Cloud Scheduling

1. Static vs IaaS

2. IaaS Cloud Scheduling, an 

empirical comparison of heuristics

3. ExPERT Pareto-Optimal User-Sched.

Static v IaaS

Heuristics

ExPERT
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3. ExPERT Pareto-Optimal User-Sched.

4. Portfolio Scheduling for Data Centers

5. Elastic MapReduce

3. Take-Home Message

ExPERT

Portfolio

Elastic MR



MapReduce Overview

•MR cluster
�Large-scale data processing

�Master-slave paradigm

•Components
�Distributed file system (storage)

�MapReduce framework (processing)

MASTER
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SLAVE SLAVE SLAVE SLAVE 



Warm-Up Question:
(2 minutes think-time + 
2 minutes open discussion)

• Think about own experience

• Convince your partner before proposing an answer

• Tell everyone the answer
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Q: How would you make use of IaaS
clouds to run MapReduce workloads? 
(What new mechanisms, algorithms, 

systems are required?)



What I’ll Talk About?

1. MapReduce in the DAS

2. Our Elastic MapReduce

1. Main idea: the growth-shrink mechanism

2. Several policies

3. Experimental setup

4. Experimental results
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4. Experimental results



The DAS-4 Infrastructure

• Used for research in systems 
for over a decade
�1,600 cores (quad cores)

�2.4 GHz CPUs, GPUs

�180 TB storage

�10 Gbps Infiniband

�1 Gbps Ethernet

VU (148 CPUs)

SURFnet6

UvA/MultimediaN (72)

UvA (32)
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�1 Gbps Ethernet

• Koala grid scheduler

TU Delft (64) Leiden (32)

10 Gb/s lambdas

Astron (46)



Why Dynamic MapReduce Clusters?

•Improve resource utilization
�Grow when the workload is too heavy
�Shrink when resources are idle

•Fairness across multiple MR clusters
�Redistribute idle resources
�Allocate resources for new MR clusters

Isolation
• Performance
• Failure
• Data
Version
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�Allocate resources for new MR clusters

MR cluster

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.

• Version



KOALA Grid Scheduler and MapReduce

• Users submit jobs to deploy 
MR clusters

• Koala 
�Schedules MR clusters

Stores their meta-data

MR-Runner

M
o
n
it
o
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n
g

Placement

Launching

MR cluster
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�Stores their meta-data

• MR-Runner
�Installs the MR cluster

�MR job submissions are 

transparent to Koala

SITE C

M
o
n
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o
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n
g

SITE B

MR jobs

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



System Model

•Two types of nodes

• Core nodes: TaskTracker and DataNode

• Transient nodes: only TaskTracker
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Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



Resizing Mechanism
•Two-level provisioning

�Koala makes resource offers / reclaims
�MR-Runners accept / reject request 

•Grow-Shrink Policy (GSP)
�MR cluster utilization: 
�

�Size of grow and shrink steps:  Sgrow and Sshrink

maxmin F
availSlots

totalTasks
F ≤≤
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�Size of grow and shrink steps:  Sgrow and Sshrink

Timeline

Sgrow
Sshrink

Sgrow

Sshrink

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



Baseline Policies

• Greedy-Grow Policy (GGP)—only grow with transient nodes:

• Greedy-Grow-with-Data Policy (GGDP)—grow, core nodes:

Sgrow  x Sgrow  x
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• Greedy-Grow-with-Data Policy (GGDP)—grow, core nodes:

Sgrow  x Sgrow  x

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



Setup

• 98% of jobs @ Facebook take less than a minute
•Google reported computations with TB of data

• DAS-4
• Two applications: Wordcount and Sort

Workload 1 Workload 3Workload 2
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Workload 1

• Single job

• 100 GB

• Makespan

Workload 3

• Stream of 50 jobs

• 1 GB � 50 GB

• Average job execution time

Workload 2

• Single job

• 40 GB, 50 GB

• Makespan

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



Using Transient Nodes
May Be Worthwhile

Workload 2:
single job 
40GB, 50GB

30 x10 x

20 x20 x

10 x30 x

40 x
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• Replacing more core with transient nodes works for Wordcount
•Wordcount scales better than Sort on transient nodes

better

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.

More transient nodes



Resizing using Core or Transient Nodes 
vs Static Worthwhile

•Resizing bounds
Fmin = 0.25
Fmax= 1.25

•Resizing steps

20 x20 xtransient nodes core nodes
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•Resizing steps
�GSP
Sgrow = 5
Sshrink = 2

�GG(D)P
Sgrow = 2

Workload 3 => 20 x
50 jobs
1—50 GB

better

Ghit and Epema. Resource Management for Dynamic 
MapReduce Clusters in Multicluster Systems. 
MTAGS 2012. Best Paper Award.



Agenda

1. Introduction to IaaS Cloud Scheduling

2. PDS Group Work on Cloud Scheduling

1. Static vs IaaS

2. IaaS Cloud Scheduling, an 

empirical comparison of heuristics

3. ExPERT Pareto-Optimal User-Sched.

Static v IaaS

Heuristics

ExPERT
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3. ExPERT Pareto-Optimal User-Sched.

4. Portfolio Scheduling for Data Centers

5. Elastic MapReduce

3. Take-Home Message

ExPERT

Portfolio

Elastic MR



Conclusion TakeConclusion Take--Home MessageHome Message

• Comparison static vs IaaS cloud environements

• Performance of provisioning and allocation policies for IaaS clouds

• No single policy works best in all settings

- http://www.st.ewi.tudelft.nl/~iosup/
- http://www.pds.ewi.tudelft.nl/

- A.Iosup@tudelft.nl
- DengKefeng@nudt.edu
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• Automatic 

• ExPERT: Pareto-optimal selection on users’ behalf

• Portfolio Scheduling = set of scheduling policies, online selection

• Creation, Selection, Application, Reflection
• Periodic portfolio scheduler for data centers

• Elastic MapReduce (PDS team)

Alexandru Iosup



Thank you for your attention! Questions? 
Suggestions? Observations?

- http://www.st.ewi.tudelft.nl/~iosup/research.html

- http://www.st.ewi.tudelft.nl/~iosup/research_cloud.html

- http://www.pds.ewi.tudelft.nl/

More Info:

Do not hesitate to 

HPDC 2013
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Alexandru Iosup

A.Iosup@tudelft.nl

http://www.pds.ewi.tudelft.nl/~iosup/ (or google “iosup”)

Parallel and Distributed Systems Group

Delft University of Technology

Do not hesitate to 

contact me…


